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Introduction
Phase change by boiling or evaporation is a highly efficient heat

transport mechanism, which accommodates large heat fluxes with
relatively small driving temperature differences. This mode of
heat transfer is in fact encountered in a wide spectrum of engi-
neering systems that include, among others, energy conversion,
refrigeration and air-conditioning, chemical thermal processing,
heat treatment and manufacturing, microelectronic cooling, and
numerous microscale devices �microelectromechanical systems
�MEMS�, MTMS, �-TAS, sensors, microheat pipes, biochips or
lab-on-chips, etc.� that are emerging in the current wave of new
developments and changing applications. The consequent research
interest, spanning more than two centuries of work with an ever-
increasing literature database, is therefore not surprising �1–10�.
The energy crunch with attendant needs for higher thermal effi-
ciencies and demands for mitigation of environmental degradation
in recent years have further led to efforts to enhance boiling heat
transfer �11–15�.

The explosive growth in research and its technical literature
generation in the last six decades or so �8–10,14,16,17� has con-
sidered a variety of fundamental and applied aspects of this intrin-
sically complex heat transport process in order to advance our
basic understanding as well as provide design tools. The contin-
ued interest in the field is further articulated in the set of papers
appearing in this special issue of the Journal of Heat Transfer, and
they address the many technical challenges that are still presented
by the intricacies of heat transfer by means of boiling and forced-
convective two-phase flow, and the concomitant interfacial phe-
nomena. In its evolutionary essence, this field of scientific and
engineering engagement is at once quite ancient in its simplicity
and elegance of application, and yet complexly modern in its ex-
perimental investigations, theoretical modeling, and computa-
tional simulations �16,18–20�.

Historical Antecedents
Given the present-day advancements in our understanding of

boiling, two-phase flow heat transfer, and interfacial phenomena,
and the many yet to be resolved issues with the fundamental phys-
ics and optimal applications, it is instructive to reflect briefly upon
the historical antecedents of the field. An excellent and insightful
review of the work up to 1981, with exhaustive annotations that
characterize both fundamental and applications-driven develop-
ments in the multifacetted unfolding of phase-change heat trans-
fer, has been provided by Bergles �16�. This is further supple-
mented by the 1987 review by Nishikawa �18�, providing a good
commentary to link the evolution of basic understanding of boil-
ing with engineering practice as well as the development of en-
hancement techniques.

The quest to develop mechanical devices based on two-phase
processes in ancient western traditions, and as recounted by
Bergles �16�, can be traced to Archimedes ��287–212 B.C.E.�
�21� and the whirling aeolipile of Heron of Alexandria ��60 C.E.�
�22�. It was more than 1650 years later that phase-change ma-
chines became the prime movers of the Industrial Revolution
��1750–1850�, epitomized by the development of a single-acting
steam engine by Watt and the subsequent steam-engine-powered
locomotives �16,23�. An understanding of the phase-change pro-
cess represented by film boiling also appeared in this period, when
in 1756 the German medical doctor Leidenfrost recorded the
evaporation behavior of distilled water droplets on a hot iron
spoon and the application of this phenomena �distillation or sepa-
ration by boiling� to determine the quality or proof of wine or
brandy �24�. An advanced and elaborate knowledge of distillation
and its practical applications, however, predate this in the ancient
eastern traditions �19,25–27�. The classical Indian text Rasarna-
vam Rastantram ��500 B.C.E.�, and subsequently Nagarjuna’s
Rasratnakar and Rasaratna Samuchchaya ��2nd century C.E.�
describe the attendant boiling and condensation processes, and a
rather intricately refined distillation technology and apparatus
were used in ancient India for the distillation of water, wine, mer-
cury, and zinc, among others �26,28�. Also, quite remarkably, a
sophisticated understanding of liquid wetting, surface-tension-
driven liquid motion, and capillary forces was available in ancient
India �25,27�. In the present-day context, these phenomena form
an essential part of the interfacial behavior associated with phase-
change heat transfer, and are a basis for developing techniques for
enhancing boiling and two-phase flow as well as newer micro-
channel heat exchangers and microfluidic devices �7,13,29,30�.

The beginnings of modern day advancements can perhaps be
ascribed to the pioneering work in the 1930s by Jakob and Fritz
�31,32�, and Nukiyama �33�. Jakob and Fritz �31,32� explored
effects of boiling history �or nonreproducibility�, heater surface
roughness, bubble dynamics, and increase in nucleation sites with
heat flux. Nukiyama �33� essentially established the complete
boiling curve �as measured by heat transfer from an electrically
heated platinum wire� and which has become the cornerstone of
representing virtually all nucleate boiling results. In the subse-
quent decade, McAdams �34� reported the subcooled fully devel-
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oped nucleate boiling curve, and Lockhart and Martinelli �35�
considered separated two-phase flow pressure drop to develop the
classical multiplier function. With rapid developments in nuclear
power and aerospace industries in the 1950s, there was an expo-
nential growth in the research literature �16,18�. Notable advance-
ments included the classical nucleate pool boiling correlation pro-
posed by Rohsenow �36�, which endures to this day �1–6�.
Theoretical models for various mechanistic aspects of the phase-
change process �bubble dynamics, microlayer evaporation, nucle-
ation site density and stability, burnout, etc.� were attempted, and
they continue to provide the framework for current research. The
growing demands for energy and improved process heat transfer
efficiencies in the 1960s brought efforts to augment or enhance
heat transfer to the fore �12,13,37�. This exploded as a major field
of study in the 1970s, driven in part by the space and energy
programs and later by the Mid-Eastern countries’ “oil embargo.”
The present-day energy crisis, which is compounded by pressures
for mitigating environmental degradation due to excessive energy
consumption and imperatives for sustainable development, war-
rants a generational growth in enhancement science and technol-
ogy �13,14,38�.

In this unfolding, there has been ever growing interest over the
last two decades in addressing the problems of two-phase flow
and boiling heat transfer, and the concomitant interfacial phenom-
ena. Some of the issues that baffled early research still engage
continued activity, as more refined experiments are conducted and
theoretical models developed to advance our fundamental as well
as applications-oriented understanding �7,12,39–42�. The primary
determinants of the general nucleate boiling problem in pure or
additive-laden liquids, which has been referred to as a conjugate
problem �40,43� that can be essentially classified under three
broad categories �heater, fluid, and heater-fluid interface�, and the
associated potential mechanisms are depicted in Fig. 1. This broad
description includes two more prominently employed passive en-
hancement techniques, by either structuring the heater surface or
adding reagents, electrolytes, and/or nanoparticles to the liquid
�13,14,44–46�. A direct correlation of the heat transfer with suit-
able descriptive parameters for all possible phenomenological ef-
fects, however, remains elusive because of the intricate nature of
the problem.

Current Research
While the complex phase-change heat transfer process in nucle-

ate and/or flow boiling has many parametric determinants, a major

part can be considered to be associated with the local heat transfer
and hydrodynamics phenomena in the vicinity of ebullience and
governed by the solid-liquid-vapor interfacial activity. Schematic
illustrations of the primary flow-boiling and CHF regime map,
and the interfacial mechanisms that affect liquid-vapor bubble dy-
namics are given in Fig. 2. In essence, liquid-solid interface wet-
ting and the consequent “film” behavior, along with the transient
liquid-vapor interface dynamics and the attendant bubbling char-
acteristics significantly influence boiling performance. The set of
papers in this special issue of Journal of Heat Transfer address
some basic aspects of these processes, as well as issues of heat
transfer enhancement and applications of surface-tension driven
flow phenomenon.

An extended review of both empirical correlations and mecha-
nistic heat transfer models for predicting the wall heat flux in
subcooled flow nucleate boiling is given by Warrier and Dhir �47�.
Recognizing the importance of interfacial and microscale effects
to the basic boiling and phase-change processes, Fuchs et al. �48�,
Panchamgam et al. �49�, Carey and Wemhoff �50�, and Mukherjee
and Kandlikar �51� have considered different aspects of thin-film
evaporation. Computational simulation, theoretical modeling, and
microscale experimentation results are presented to inform the
mechanisms that fundamentally govern heat and mass transfer in
nucleate pool boiling of pure liquids, binary mixture evaporation,
and thin-film phase-change in micropassages. As would be ex-
pected in current research �13,14,52�, enhancement of heat trans-
fer is the focus of papers by Schneider et al. �53�, Ghiu and Joshi
�54�, and Ahn et al. �55�, which explore microchannel flows, per-
formance characteristics of structured surfaces, and novel tech-
niques. Li et al. �56,57� and Cai et al. �58�, respectively, have
investigated evaporation and CHF in thin capillary wicks, and
thermal characteristics of a pulsating heat pipe. Finally, in the best
traditions of technical debate and scientific dissemination that
bodes well for the vibrancy of heat transfer research, a discussion
and its response consider some aspects of the motion of bubbles
emanating from a microwire heater.

In his eloquent recounting of the early modern history of boil-
ing and two-phase flow heat transfer, Bergles �16� had predicted
that “Looking into the future, there will be much more emphasis
on computer solutions of two-phase phenomena.” There was also
a caveat �“We must remember, however, that the computer codes
are only as good as the basic thermal-hydraulic input”� with a
reminder that experimentation, along with mechanistic modeling,
would continue to occupy center stage in scientific and techno-

Fig. 1 Schematic statement of the conjugate problem in modeling nucleate boiling heat trans-
fer and attendant interfacial processes „Ref. †43‡ adapted from Ref. †40‡…
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logical discoveries. This foresight is indeed reflected in the ensu-
ing articles, and they represent critical efforts in ameliorating im-
perfections in our understanding of many areas of boiling, two-
phase flow heat transfer, and interfacial phenomena, as well as
extending the exploitation of these processes to novel and emerg-
ing applications.

Future Prospects and Directions
One can safely surmise a vibrant and challenging future of this

field of study, which can perhaps be predicted to be marked by
many more fundamental studies �both experimental and theoreti-
cal or computational� that resolve the gaps in our phenomenologi-
cal understanding, as well as expand the development of
application-oriented performance evaluation and design tools. For
the latter, as an example, the scrutiny of diminishing length and
time scales �mili-, micro-, and nanoscale� has generated various
novel devices �MEMS, MTMS, �-TAS, microsensors, and lab-on-
chips, among others� that in many cases exploit boiling and inter-
facial phenomena. This has attracted considerable attention to is-
sues relating to microchannel flows �7,59,60�, particularly for
sustaining very high heat fluxes and thermal management of mi-
croelectronic devices, and some enterprising sensor and actuator
development. Regardless of the scales of applications, neverthe-
less, the problems in ebullient phase change and interfacial heat
and mass transfer abound �16,18,20,38,40� to provide opportuni-
ties for exploring hitherto uncharted dimensions as well as ad-
vancing our basic understanding.

An especially vital component of future research, given the
growing problems of diminishing energy availability, environmen-
tal damage, and thermal management in new technologies, is en-
hancement of boiling heat transfer. A variety of techniques and
schemes have been proposed, developed, and transferred into
every-day use �13,15,38�. Prominent among these is to either
structure the heated surface to provide pre-existing nucleation
sites that tend to be active and stable, or to treat the surface so as
to change wetting. A few novel passive and/or active schemes
have been proposed in some recent studies �29,30,45,61,62� that
exploit surface adsorption and electrokinetics of surface-active
molecular additives in solvents in different ways, along with some

Fig. 2 Flow boiling regimes and CHF in a vertical tube, and the influence of interfacial prop-
erties on the nucleation and dynamics of a boiling bubble

Fig. 3 Representation of the modification of interfacial phe-
nomena in nucleate boiling in aqueous surfactant solutions
„not to scale… Ref. †45‡
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external stimulus in some cases, to produce self-assembled mono-
layers or micellar layers on the surface and thereby doctoring
interfacial properties and wetting.

In a recent set of studies �43–46,63�, it has been shown that by
adding small quantities of surface-active soluble agents �polymers
and surfactants, for example� the liquid-vapor interfacial tension
�surface tension� and liquid-solid interfacial tension �wetting� can
be altered and decoupled. The additives have a unique long-chain
molecular structure composed of a hydrophilic head and a hydro-
phobic tail, with a natural tendency to adsorb at surfaces and
interfaces when added in low concentrations in water. The inter-
facial changes are caused by their molecular mobility at inter-
faces, which manifests in a dynamic surface tension behavior
�adsorption-desportion at the liquid-vapor interface� and varying
surface wetting �physisorption and electrokinetics at the solid-
liquid interface�. A conceptualization of the molecular dynamics
and altered surface tension and wetting is depicted in Fig. 3. These
molecular-scale phenomena, modulated by the monomer and/or
micellar structure of reagent, distinguishably alter the boiling
bubble dynamics, as seen in the typical boiling signatures in three
different reagent solutions given in Fig. 4 �45�, thereby providing
an attractive passive technique for changing �enhancing or degrad-
ing, and controlling� “on demand” the nucleate boiling behavior.

A similar theme of controlling surface wettability by using self-
assembled monolayers of polymers, or other long-chain molecules
that have a hydrophilic head and a hydrophobic tail, but coupling
it with the application of an electric potential to tune the surface
charge is documented by Lahann et al. �62�. By altering its charge,
a surface can be “reversibly” switched from a hydrophobic to

hydrophilic state, and vice versa, as schematically depicted in Fig.
5. Another method �30� considers the application of an electrical
field to a nanostructured superhydrophobic surface to alter the
contact angle of pure liquids. A typical set of surfaces used in this
study �30�, produced by etching arrays of cylindrical nanosized
pins or posts on a silicon wafer, and the changed droplet contact
angle when an electrical potential is applied between the droplet
and substrate are shown, respectively, in Figs. 6�a� and 6�b�. In yet
another scheme, light-induced modification of liquid wetting on a
photoresponsive surface �produced by a photoirradiated cover of
photoisomerizable monolayer�, shown by the droplet motion in
Fig. 7, has been reported by Ichimura et al. �61�. All of these
techniques, it may be noted, represent what would be termed as
compound techniques and require external input of active energy
�electric charge or light� along with some form of passive surface
modification, and they are a part of growing trend in the enhance-
ment literature �13,38�.

In closing, it is perhaps appropriate to reiterate that the chal-
lenges of advancing the science and engineering of boiling and
two-phase flow heat transfer, and the concomitant interfacial phe-
nomena would expand considerably in the foreseeable future.
These would undoubtedly be driven by both large-scale �given our
globe’s ever increasing energy needs for domestic, commercial,

Fig. 4 Boiling behavior in distilled water, and aqueous surfac-
tant „SDS, CTAB, and Triton X-305… solutions in their respective
half-micellar concentrations „or C=0.5CMC… and at a heater
wall heat flux of qw� =20 kW/m2

Fig. 5 Conceptual representation of a “reversibly switching surface” by applying an electrical
charge to dynamically tune the orientation of self-assembled molecular monolayers and render
the surface hydrophilic or hydrophobic Ref. †62‡

Fig. 6 Dynamic tuning of surface wetting on a nanostructured
hydrophobic surface with application of electrical potential Ref.
†30‡ „a… surface structure produced on a silicon substrate and
„b… change in droplet contact angle when an electrical potential
is applied
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and industrial consumption� and small-scale �emerging applica-
tions in sensors, microactuators, and electromechanical-thermal
machines, among others� applications and their design needs. This
special issue of the Journal of Heat Transfer and its collection of
technical contributions certainly reflect this direction.
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Introduction

Subcooled flow boiling is characterized by the presence of ther-
modynamic nonequilibrium between the liquid and vapor phases.
This increases the complexity of the process and makes the analy-
sis of the process very challenging. During the last five decades,
numerous models have been developed to predict the heat transfer
rate during subcooled flow boiling. These models can be broadly
classified into three categories: �i� empirical correlations for wall
heat flux, �ii� empirical correlations for partitioning of wall heat
flux, and �iii� mechanistic models for wall heat flux and partition-
ing. The empirical correlations for wall heat flux are generally
limited to the prediction of total wall heat flux for a particular flow
situation. They are merely correlations of experimental data and
as such do not include modeling of the heat transfer mechanisms
involved. As a result, these correlations cannot provide any infor-
mation regarding the partitioning of wall heat flux between the
liquid and vapor phases. However, in a number of applications,
such as nuclear reactors, knowledge of only the overall heat trans-
fer rate from the wall is insufficient. This is because the reactivity
and two-phase thermal hydraulics is directly related to the void
fraction in the reactor, which in turn depends on how the wall heat
flux is partitioned between the liquid and vapor phases. In thermal
hydraulic codes such as RELAP5, the void fraction is calculated
using separate submodels for the vapor generation rate, vapor con-
densation rate, and interfacial drag. As such, the vapor generation
and vapor condensation rates are the source and sink terms in
these codes. Since vapor is generated at the heater surface, in
order to predict the vapor generation rate, one has to know the
fraction of the wall heat flux used for vapor generation. Also,
since the vapor condensation rate depends on the local bulk liquid
temperature, one also needs to know what fraction of the wall heat
flux is utilized for heating the bulk liquid. This information can
only be provided by the empirical correlations for wall heat flux
partitioning and the mechanistic models. However, it is important
to keep in mind that the empirical correlations for wall heat flux
partitioning only provide information regarding how the wall heat
flux is to be partitioned. They cannot be used for the prediction of
the wall heat flux itself. On the other hand, the mechanistic mod-
els, which are based on the relevant heat transfer mechanisms
occurring during the boiling process, have the capability of deter-
mining each of the relevant heat flux components individually.
Hence the mechanistic models can be used for both the prediction

of the wall heat flux and the partitioning of the wall heat flux
between the liquid and vapor phases.

Figure 1 shows a schematic of a subcooled flow nucleate boil-
ing process on a heated surface. Liquid is subcooled at the inlet.
At some location downstream, when the wall temperature is high
enough, bubble nucleation occurs. This location is referred to as
Onset of Nucleate Boiling �ONB�. Just downstream of ONB, the
bubbles are still small enough that they remain attached to the
heater surface. Farther downstream, as the bulk liquid temperature
increases, the bubbles grow larger and begin to depart from their
sites of origin. These bubbles then slide along the heater surface
and eventually lift off from the wall. The location where the
bubbles begin to lift off from the heated wall is called the location
of Onset of Significant Voids �OSV�. In the region between ONB
and OSV, the void fraction is small but increases rapidly down-
stream of OSV.

A review of the various models/correlations developed for the
prediction of heat transfer and wall heat flux partitioning is given
in the following sections.

Empirical Correlations for Wall Heat Flux
Figure 2 shows a typical flow boiling curve. It consists of the

single-phase forced convection region, the partial nucleate boiling
region, and the fully developed boiling region. The location where
fully developed boiling �FDB� begins is shown in Fig. 2. The
empirical heat transfer models attempt to predict this boiling
curve �i.e., predict the heat flux �qw� given the wall superheat
��Tw� or vice versa� for a given flow condition. The most com-
mon approach used in the development of the empirical models is
to assume that the total heat flux during subcooled flow boiling is
a combination of the single-phase forced convection and saturated
pool nucleate boiling heat fluxes. Since the focus of this review is
only on subcooled flow boiling, only the partial and fully devel-
oped regions of nucleate boiling will be considered.

Partial Nucleate Boiling. Partial nucleate boiling is the transi-
tion region between single-phase forced convection and fully de-
veloped nucleate boiling. Bowring �1� used a superposition
method to determine the partial nucleate boiling heat flux, as
shown in Fig. 2. Note that Fig. 2 is for a prescribed axial location
�z� and fixed system pressure �p�. Important reference points are
also shown in Fig. 2. According to Bowring’s model,

qpb = qfc + qnb �1�

where qpb is the heat flux during partial boiling, qfc is the single-
phase forced convection heat flux, and qnb is the fully developed
pool boiling heat flux. The heat flux at which fully developed
nucleate boiling begins �qfdb� was assumed to be given by the
relationship suggested by Engelberg-Forster and Greif �2�, i.e.,
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qfdb=1.4qint, where qint is the heat flux at the intersection of the
single-phase and fully developed nucleate boiling curves. It
should be mentioned that in the single-phase region, the heat flux
was calculated as,

qfc = hfc�Tsat − Tl� = hfc�Tsub �2�

with the single-phase heat transfer coefficient �hfc� calculated us-
ing standard correlations. Thus, one can see that Eq. �1� provides
a smooth transition between single-phase forced convection and
fully developed nucleate boiling and satisfies the end conditions:
qpb=qfc at Tw=Tsat and qpb=qfdb at Tw=Tw,fdb. According to this

model, qfc�0 for Tw�Tw,fdb and qfc=0 for Tw=Tw,fdb.
Kutateladze �3� proposed the following interpolation formula,

hpb = �hfc
2 + hnb

2 �3�

to determine the heat transfer coefficient during partial boiling
�hpb�. In Eq. �3�, hnb is the heat transfer coefficient during fully
developed pool nucleate boiling given by the relation,

hnb = C�p�qw
0.7 �4�

where C�p� is an empirical function that depends on pressure.
An approach similar to Bowring’s was adopted by Rohsenow

�4�, except that in this model qfc was calculated as,

qfc = hfc�Tw − Tl�z�� = hfc��Tw + �Tsub�z�� �5�
The fully developed nucleate boiling curve is computed using the
saturated pool nucleate boiling correlation,

qnb = �lhfg�g��l − �v�
�

Prl
−m/n� cp,l�Tw − Tsat�p��

Cshfg
�1/n

�6�

where Cs is an empirical constant that depends on the fluid-solid
combination, and m and n are empirical constants that depend on
the fluid properties. Another interpolation method was later pro-
posed by Bergles and Rohsenow �5�. In their model, single-phase
forced convection was assumed to be the only mode of heat trans-
fer until nucleation occurs. Once boiling begins, the partial nucle-
ate boiling heat flux was assumed to be given by the relationship,

qpb = qfc�1 + ��qnb

qfc
��1 −

qD

qnb
�	 �7�

where qD is the heat flux computed from the fully developed
boiling curve at Tw,ONB �see Fig. 3�. In turn, the heat flux at which
ONB �qONB� occurs was given by the empirical correlation,

qONB = 5.30p1.156�1.80 �Tw,ONB�2.41/p0.0234
�8�

where p is in kPa, �Tw,ONB is in °C, and qONB is in W/m2. Based
on the predicted results, Bergles and Rohsenow concluded that
using a saturated pool boiling correlation to compute qnb �and
hence qD� can result in significant errors in the predicted values of
qpb. They recommended using actual flow boiling curves to deter-
mine qnb.

Bjorge et al. �6� suggested using the following correlation to
predict the boiling curve during subcooled flow boiling,

qpb =�qfc + qnb
2 �1 − ��Tw,ONB

�Tw
�3	2

�9�

where qfc is calculated using Eq. �5� with hfc calculated from the
Colburn �7� correlation. The wall superheat at ONB was deter-

Fig. 1 Schematic of subcooled flow nucleate boiling

Fig. 2 Boiling curve from the Bowring †1‡ model

Fig. 3 Boiling curve for the Bergles and Rohsenow †5‡ model
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mined using the Bergles and Rohsenow �5� correlation �Eq. �8��.
In Eq. �9�, qnb is the fully developed pool boiling heat flux given
as �from Mikic and Rohsenow �8��,

qnb = C� kl
1/2�l

17/8cp,l
19/8�v

1/8hfg
1/8

��l − �v�9/8�5/8Tsat
1/8 �g��l − �v�

�
��Tw

3 �10�

where C is a dimensional constant that depends on the cavity size
distribution and fluid properties. The model predictions compared
well with the experimental data of McAdams et al. �9�, as shown
in Fig. 4.

Liu and Winterton �10� combined some of the concepts pro-
posed by Kutateladze �3� and Chen �11� to develop a model to
predict the subcooled flow boiling heat flux. The premise of this
model is that total heat flux can be expressed as a combination of
the single-phase forced convection heat transfer and the pool boil-
ing heat transfer. However, the single-phase heat transfer is as-
sumed to be enhanced by the increased liquid velocity during
two-phase flow while the pool boiling heat transfer is suppressed
due to a lower effective wall superheat in flow boiling compared
to that in pool boiling �as a result of a thinner thermal boundary
layer�. Accordingly, the overall wall heat flux during subcooled
flow boiling �qw� was assumed to be given by the relationship,

qw = ��Fqfc�2 + �Sqnb�2 = ��Fhfc��Tw + �Tsub��2 + �Shpool�Tw�2

�11�

where F and S are the single-phase heat transfer enhancement
factor and the pool boiling heat transfer suppression factor, re-
spectively. In turn, the enhancement and suppression factors are
calculated from the following equations,

F = �1 + Prl� �l

�v
− 1�	0.35

�12�

S =
1

1 + 0.055F0.1 Rel
0.16

where Prl and Rel are the Prandtl and Reynolds number based on
the liquid properties. Figure 5 shows a comparison between the
predicted and experimental heat transfer coefficients during sub-
cooled flow boiling. The model predicts the experimental data to

within ±40%.
Boyd and Meng �12� suggested another interpolation method to

predict qpb. According to this model, qpb was assumed to have the
functional form,

qpb = a + b��Tw�m �13�

with the empirical parameters a, b, and m computed such that the
following conditions are satisfied, namely,

qpb = qfc at Tw = Tsat

qpb = qfdb at �Tw = �Tw,fdb �14�

�qpb

��Tw
=

�qfdb

��Tw
at fdb

As such, the empirical parameters a, b, and m are not constants
but change along the boiling curve. The location at which fully
developed boiling begins �fdb� was determined using the
Engelberg-Forster and Greif �2� method. A similar correlation has
also been proposed by Kandlikar �13�, with the empirical param-
eters a, b, and m assumed to be constant. Figure 6 shows the
boiling curve predicted using Kandlikar’s �13� model. The partial
boiling curve was computed using the functional form given by
Eq. �13�, while the fully developed boiling curve is determined
using Eq. �21�, as described later.

A different approach was taken by Wadekar �14�. Wadekar as-
sumed that in the partial boiling region, the total heat flux can be
expressed as a combination of the area-averaged single-phase and
pool nucleate boiling heat fluxes. This relationship can be written
as,

qpb = �1 − Anb�qsp + qnb �15�

where Anb is the time-averaged fraction of the total heater surface
area over which nucleate boiling occurs. Wadekar argued that qnb
should not be multiplied by Anb since the pool boiling correlations
were already based on the overall heat transfer area. For qnb, Coo-
per’s �15� pool boiling correlation is used, i.e.,

Fig. 4 A comparison of the Bjorge et al. †6‡ model predictions
with experimental data of McAdams et al. †9‡

Fig. 5 A comparison of the Liu and Winterton †10‡ model pre-
dictions with experimental data

Journal of Heat Transfer DECEMBER 2006, Vol. 128 / 1245

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



qnb = �C1�Twpr
0.12�− log10 pr�−0.55M−0.5�3 �16�

where C1 is an empirical constant that is specific to the fluid, pr is
the reduced pressure, and M is the molecular weight of the fluid.
In turn, Anb was assumed to decrease as,

Anb = 1 − e
177C1 �Tw

2.5 pr

ReTP �17�

where pr is the reduced pressure, ReTP is the two-phase Reynolds
number as defined by Chen �11�, and C1 is the lead constant in
Cooper’s correlation �Eq. �16��. From Eqs. �15�–�17� it can be
seen that Anb increases as �Tw increases �due to the increase in the
number of active nucleation sites� and vice versa. As a result, qpb
asymptotically approaches qfc at low �Tw, while at large �Tw, qpb
approaches qnb.

Fully Developed Nucleate Boiling. Several correlations have
also been proposed for fully developed flow boiling heat flux
�qfdb�. One of the earliest was proposed by McAdams et al. �9�.
This power law relationship can be expressed as,

qfdb = C2��Tw�3.86 �18�

where C2 is an empirical constant that depends on the dissolved
gas content, qfdb is the heat flux in W/m2, and �Tw is the wall
superheat in °C. Jens and Lottes �16� proposed the following cor-
relation for fully developed boiling of degassed water,

qfdb = �ep/62�Tw

25
�4

�19�

where qfdb is in MW/m2, �Tw is in °C, and p is the absolute
pressure in bars. Later, Thom et al. �17� proposed a modified form
of Eq. �19�. This relationship, which is only valid for water, was
given as,

qfdb = �ep/87 �Tw

22.65
�2

�20�

Assuming that the two-phase convective heat transfer compo-
nent is insignificant during fully developed nucleate boiling,
Kandlikar �13� suggested using the following expression to com-
pute qfdb,

qfdb = �1058�ṁhfg�0.7Fflhlo��Tw + �Tsub��1/0.3 �21�

where ṁ is the total mass flux in kg/m2 s, Ffl is a fluid-surface
parameter, and hlo is the single-phase heat transfer coefficient for
liquid only flows �in W/m2 K�.

Empirical Correlations for Partitioning of Wall Heat
Flux

A survey of the literature shows that a number of correlations
for wall heat flux partitioning have been proposed. These correla-
tions differ from one another on two counts, namely, what heat
transfer mechanisms are considered, and what fraction of the total
heat flux is transferred by each of these mechanisms. It must be
noted that since the primary goal of the correlations discussed in
this section is to predict the bulk void fraction, the focus of these
correlations is to determine how the given total wall heat flux is
partitioned and not the prediction of the total wall heat flux itself.

One of the earliest models was developed by Griffith et al. �18�.
Based on visual observation during experiments, they identified
two distinct boiling regions �see Fig. 7�: �i� a highly subcooled
region with a low void fraction �region I�; and �ii� a slightly sub-
cooled region with a significant void fraction �region II�. Region I
includes the heater area between ONB and OSV locations, while
region II begins at OSV and extends until bulk boiling begins.
Single-phase forced convection occurs upstream of region I. In
region I, small bubbles attached to the heater surface were ob-
served, resulting in a stratified flow pattern. Hence, in this region,
the total heat flux was partitioned into single-phase �qfc� and boil-
ing �qb� components as follows,

qw = qfc + qb �22�

with qfc=hfc�Tsat−Tl�, under the assumption that all of the heater
surface area is subjected to forced convection. The average single-
phase heat transfer coefficient �hfc� is calculated from,

Nuz =
hfcz

kl
= 0.036 Rez

0.8 Prl
1/3 �23�

Additionally, since the void fraction was low and the bubbles
were static in size, the condensation heat flux �qc� from the top of
the bubbles was assumed to exactly balance the boiling heat flux
�qb� �i.e., qb=qc�. The condensation heat flux was expressed as,

qc = qb = qw − qfc = B0hfc
Ac

Ah
�Tsub �24�

where B0 is an empirical constant, and Ac and Ah are the conden-
sation and heater surface areas, respectively. Based on physical
arguments, the ratio �Ac /Ah� was assumed to be proportional to

Fig. 6 A comparison of Kandlikar’s †13‡ model predictions
with experimental data of McAdams et al. †9‡

Fig. 7 Variation of void fraction with axial distance
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�w�hfc /kl� /Prl, where �w is the wall voidage. Hence, qc was given
by the expression,

qc =
B1�whfc

2 �Tsub

kl Prl
�25�

where B1 is an empirical constant �=1.07�. Hence, in the highly
subcooled region, condensation from the bubbles merely provides
an alternate route for the transfer of wall energy to the bulk liquid.
As a result, in this region, all the energy from the wall was as-
sumed to be utilized for heating the bulk liquid �i.e, qw=ql=qfc
+qc�.

Based on experimental data, Griffith et al. found that when qb
=5qfc �qfc calculated as described above�, the slope of the boiling
curve did not change. This was assumed to signify the start of
fully developed boiling and the beginning of region II. In this
region, the heating surface was assumed to be covered by “several
layers of bubbles,” with all the energy from the wall being utilized
for vapor generation �qb=qw�. Condensation from the top layer of
bubbles was the only energy added to the liquid �i.e., ql=qc�.
Assuming the condensation heat transfer coefficient to be equal to
5hfc, the condensation heat flux was expressed as,

qc = 5hfc �Tsub �26�

Since the entire heater surface was covered with bubbles, the area
over which condensation occurs was assumed to be equal to the
heater surface area. It must be mentioned that at the transition
point between regions I and II, qfc will be discontinuous �because
qfc�0 in region I and then suddenly goes to zero at the start
region II�. In region II, the void fraction was calculated using
qb�=qw� as the source term.

Bowring �1� also utilized the “two-region” model developed by
Griffith et al. �18�. However, he argued that the rapid increase in
void fraction in the slightly subcooled region �region II� is not due
to the “wall effect” �heater surface being covered by “layers of
bubbles”� as proposed by Griffith et al. �18�. He instead put forth
the argument that, in region II, the increase in void fraction is due
to the bubbles lifting off the heater surface and moving into the
bulk liquid and is thus essentially a “bulk fluid effect.” This loca-
tion also denotes the OSV location. These bubbles are then as-
sumed to slowly condense in the bulk liquid as they traveled
downstream.

Upstream of region I, single-phase forced convection occurs
with the heat transfer coefficient calculated using standard forced
convection correlations. In region I, all the energy from the wall is
assumed to be utilized for heating the bulk fluid and hence the
Griffith et al. formulation is applicable. Based on experimental
data, he developed an empirical correlation for the OSV location
�the beginning of bubble liftoff�. This can be expressed as,

�Tsub,OSV = qw

�14 + 0.1p�
U

�27�

where the local subcooling ��Tsub� is in °C, qw is in W/cm2, p is
the pressure in atmospheres, and U is the fluid velocity in cm/s.
Downstream of OSV, Bowring then developed a mechanistic
model for subcooled flow boiling by modifying the model origi-
nally developed by Engelberg-Forster and Greif �2� for pool
nucleate boiling. Bowring is the first one to consider bubble liftoff
in region II. In this region, four heat transfer mechanisms were
identified, namely �i� single-phase convection �qfc� in regions not
occupied by bubbles, �ii� evaporation �qev� at the bubble base, �iii�
convection heat transfer due to bubble agitation of the thermal
boundary layer, which Bowring termed “agitation heat flux” �qa�,
and �iv� condensation �qc� from the top of bubbles still attached to
the heater surface. Neglecting qc �based on the Engelberg-Foster
and Greif analysis�, the wall heat flux is given as,

qw = qfc + qev + qa �28�

The evaporation heat flux �qev� is defined as the amount of energy
carried away by the bubbles per unit area of the heater surface and
is given by the expression,

qev = �vhfgVbfNa, �29�

where f is the bubble release frequency, Na is the active nucle-
ation site density, and Vb is the bubble volume at departure.

The agitation heat flux �qa�, which results from the disruption
of the thermal boundary layer during bubble growth and liftoff
and the subsequent heating of the cold liquid that replaces the
volume vacated by the departed bubble, was expressed as,

qa = NafVb�lcp,l �T �30�

where �T was the effective temperature difference through which
the liquid was heated. Equation �30� is derived assuming that the
volume of cold liquid could be treated as a slug with a volume
equal to the volume of the departing bubble �Vb�. However, due to
the lack of information regarding f , Na, and Vb, Eqs. �29� and �30�
could not be used. Instead, an empirical parameter, �, defined as
the ratio of agitation to evaporation heat flux was introduced.
Based on the experimental data available, Bowring correlated the
ratio 	 by the expression,

1 + 3.2
�lcp,l�T

�ghfg
, 1 
 p 
 9.5

	 

qa

qev
= 1.3, 9.5 
 p 
 50 �31�

1.6, p � 50

where p is pressure in bar. Hence, the wall heat flux could be
partitioned as,

qw = qfc + qa + qev = hfc�Tsat − Tl� + �1 + 	�qev �32�

From Eq. �32� knowing 	 and qfc, qev can be calculated. Then qa
can be calculated as qa=�qev. It must, however, be stressed that all
three heat flux components are not calculated independently. Also,
since the empirical parameter 	 is only a function of pressure, for
given flow situation, 	 is independent of the axial location. In Eq.
�32�, qfc is significant only until fully developed nucleate boiling
is reached. In turn, fully developed nucleate boiling was assumed
to occur when �Tsub
�Tsub,fdb, where �Tsub,fdb is calculated as
�from Engelberg-Foster and Greif �2��,

�Tsub,fdb =
0.7qw

hfc
− 7.8 exp�− 0.0163�p − 1���0.7qw�0.25 �33�

As such, in region I, ql=qfc and in region II, ql=qfc+qa. The void
fraction in region II was calculated using qev as the source term.

In their model, Rouhani and Axelsson �19� used some of the
concepts from Bowring’s earlier model. Their model again as-
sumes two distinct boiling regions: regions I and II, as shown in
Fig. 4. The transition between the first and second regions was
defined as the location where the bubbles begin lifting off from
the heater. The wall heat flux partitioning for both regions was
expressed as,

qw = qfc + qb �34�

where qb is the boiling heat flux. Based on the argument that the
single-phase heat flux contribution should decrease as the number
of bubbles on the heater surface increases, qfc was expressed in
terms of the void fraction. This implied that the single-phase heat
transfer mechanism was only applicable until the surface is com-
pletely covered with vapor bubbles. As such, the single-phase
component of heat flux was given as,
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qfc = hfc �Tsub�1 −
�

�c
� , �35�

where � is the bulk void fraction determined using the correlation
of Zuber and Findlay �20� and �c is the bulk void fraction at the
transition point between the two regions determined using the
correlation developed by Rouhani �21�. From Eq. �35�, it can be
seen that the magnitude of qfc decreases steadily as the � increases
and goes to zero when �=�c �i.e., at the transition point between
the two regions, OSV location�. Note that this model is based on
the bulk void fraction, which is always less than the wall void
fraction.

The boiling heat flux component �qb� in Eq. �34� was, in turn,
expressed as the sum of the agitation �qa� and evaporation �qev�
heat flux components. However, the agitation heat flux �qa� was
expressed independently based on the argument that the slug of
cold liquid replacing the departing vapor bubble would be heated
to the mean liquid subcooling through a temperature gradient.
Based on this, their final model was,

qw = qfc + qb = qfc + qa + qev = hfc�Tsat − Tl��1 −
�

�c
�

+
ṁs

�v
cp,l�l�Tsub + ṁshfg �36�

where ṁs is the mass of liquid converted to vapor per unit area of
the heated surface. Defining a heat flux ratio 	 �=qa /qev
=cp,l�l �Tsub/�vhfg�, Eq. �36� was rewritten as,

qw = qfc + qa + qev = hfc�Tsat − Tl��1 −
�

�c
� + �1 + 	�qev �37�

Note that 	 can be explicitly calculated knowing the fluid proper-
ties and liquid subcooling. In contrast, in Bowring’s model, 	 had
to be determined using the correlation given by Eq. �31�. As such,
the heat flux utilized for vapor generation �and hence to calculate
the void fraction� is qa+qev. Rouhani and Axelsson only used the
final void fraction predictions to validate their model. This is
shown in Fig. 8. No information was provided regarding the heat
transfer components.

Several other studies have used Bowring’s model. However,
many of them ignore the contribution of qa and only consider qfc
and qev. The models of Dix �22�, Larsen and Tong �23�, Ahmad
�24�, Hancox and Nicoll �25�, Maroti �26�, Lahey �27�, Chatoor-
goon et al. �28�, and Zeitoun �29� fall into this category. Most of
these models do not calculate qev directly, but do so indirectly by
knowing the supplied qw and calculating qfc. A few of these mod-
els are discussed below.

Dix’s �22� model is very similar to that developed by Bowring
�1�. The wall heat flux partitioning for regions I and II was ex-
pressed as,

qw = qfc + qev + qa = hfc �Tsub + V̇b�ghfg

+ V̇b� f�hf − hl��c + �1 − c�
�g

� f
� �38�

where V̇b is the vapor generation rate per unit area of the heater
surface and c is a constant �c
1�. In deriving Eq. �38�, Dix as-
sumed that qfc acted over approximately the entire heater surface
area �based on visual observation during experiments�. The con-
stant c in Eq. �38� was introduced based on the assumption that
the effective enthalpy of the liquid �hll� displaced by the growing
bubble lies in between the saturated liquid enthalpy �hf� and the
enthalpy of the subcooled liquid �hl�, i.e., hll=c�hf −hl�+hl. The
constant c had to be determined by matching the void fraction
predictions with the experimental data. Note that the source term
for the void fraction calculation is qev.

Dix’s model also included a new empirical correlation for the
OSV condition based on the following assumptions: �i� the size of
the bubbles on the heater surface is inversely proportional to the
condensation rate from the top of the bubbles, �ii� the size of the
bubbles is directly proportional to the wall heat flux, �iii� the
condensation rate is proportional to the product hfc �Tsub, and �iv�
the bubble size at the OSV location is assumed to be proportional
to the Reynolds number �i.e., Dl�Re−n�, where Re
�=�lVlDh /�l� is based on saturated liquid conditions. Based on
these assumptions, the liquid subcooling at OSV is given by the
empirical relation,

�Tsub,OSV =
0.00135qw Re0.5

hfc
�39�

One of the most commonly used models in thermal hydraulic
codes is the one by Lahey �27�. The focus of this model is again
on determining the wall heat flux partitioning and not the total
wall heat flux itself. In the model developed by Lahey, the overall
wall heat flux is partitioned into qfc, qa, and qev heat flux compo-
nents. Defining the boiling heat flux �qb� as the sum of qa and qev,
the wall heat flux is expressed as,

qw = qfc + qa + qev = qfc + qb = qfc + �1 + 	�z��qev �40�

In the above equation 	�z�=qa /qev=�l�hel,sat−hel� /�vhfg, where
hel and hel,sat denote enthalpies of the subcooled and saturated
liquid, respectively. Note that 	 is a function of the axial distance

Fig. 8 Void fraction predicted using Rouhani and Axelsson’s
†19‡ model, „a… qw=60.7 W/cm2, and „b… qw=118 W/cm2
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�z� and that 	=0 when the liquid is saturated. In this model the
following assumptions were made: �i� the void fraction was neg-
ligible in the highly subcooled region; and �ii� the OSV location
coincides with the point where bubbles begin lifting off from the
heater surface, which also signals the onset of fully developed
nucleate boiling. Based on these assumptions, upstream of OSV
�in region I�, qw=qfc and downstream of OSV �in region II�, qw
=qfc+qb. In order to account for the fact that the void fraction was

neglected upstream of OSV and to ensure that there was no dis-
continuity in the heat flux calculations, an effective single-phase
heat flux component �qfc,eff� was defined as,

qfc,eff = qw�z�� hel,sat − hel�z�
hel,sat − hel,OSV�z�� �41�

The boiling heat flux component could then be expressed as

qb =

0.0 hel 
 hel,OSV

qw�z� − qfc,eff = qw�z��1 − � hel,sat − hel�z�
hel,sat − hel,OSV�z�	 hel � hel,OSV

�42�

where hel,OSV is the enthalpy of the liquid at OSV while hel�z�
denotes the enthalpy of the liquid at any axial location �z�. The
OSV location was calculated using the correlation of Saha and
Zuber �30�. It should be noted that in this model, qa is not calcu-
lated explicitly. Condensation of the bubbles in the bulk also pro-
vides an additional source of energy into the liquid and was given
as,

qc = H0��l − �v�hfg�
Acs

Ph
�Tsub �43�

where H0 is a dimensional constant �=0.075� chosen such that the
void fraction data was predicted accurately, � is the local void
fraction, and Acs and Ph are the cross-sectional area and heated
perimeter of the channel, respectively. This model utilizes as-
sumed functional forms for the parameters such as 	�z�, zOSV,
qb�z�, and qc�z�. As such, upstream of OSV, ql=qw, and down-
stream of OSV, ql=qfc+qa. The validity of the model predictions
was determined by comparing the predicted void fraction profile
with experimentally measured values, as shown in Fig. 9. The
predicted values closely match the experimental data. However,
no information regarding the heat flux components was provided.

Zeitoun’s �29� approach was similar to Bowring’s, i.e.,

qw = qfc + qa + qev = hfc�Tw − Tl� + �1 + 	�qev �44�

where 	=qa /qev. The single-phase heat transfer coefficient was
calculated using standard correlations. However, the energy car-
ried away by the liquid as a result of bubble agitation was calcu-
lated based on the volume of the thermal boundary layer displaced
and the mean temperature difference across the thermal boundary
layer. As a result, he developed the following expression for 	,

	 =

Ab �t�l cp,l�Tw + Tl

2
− Tl�

Vb�vhfg
�45�

where Ab and Vb are the bubble area and volume calculated using
the mean Sauter diameter, respectively. It must be mentioned that
the mean Sauter diameter used in this model is for bubbles in the
bulk subcooled liquid and hence do not represent the bubble di-
ameter at or close to the heated wall. The mean Sauter diameter
�Db,s� was given by the correlation,

Db,s = 1.85�0.243� �

g ��
�0.55�G

�l
�0.1

�46�

where � is the bulk void fraction, � is the surface tension, and G
is the total mass flux. The thermal boundary layer thickness ��t�
was calculated as �t=kl�Tw−Tl� /qw. Zeitoun, however, did not
calculate qev independently. Instead he calculated 	 and then from
Eq. �44� calculated qev. Then, knowing 	 and qev, qa can be cal-

culated. Thus, ql=qfc+qa, and qev=qw−ql. The void fraction pro-
file was calculated using qev as the source term.

Mechanistic Models for Prediction of Wall Heat Flux
and Partitioning

The mechanistic models described in this section determine the
relevant heat flux components independently. Hence these models
can be used to predict both the wall heat flux partitioning and the
overall wall heat flux.

Fig. 9 Lahey’s †27‡ model predictions „a… low heat flux; „b…
high heat flux
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Del Valle and Kenning �31� developed a mechanistic model for
subcooled flow nucleating boiling, taking into consideration the
bubble dynamics at the heated wall. This model used some of the
concepts developed earlier by Graham and Hendricks �32� for
wall heat flux partitioning during pool nucleate boiling. In the Del
Valle and Kenning model, it was assumed that, once boiling be-
gins, the heated wall could be divided into four regions namely,
maximum bubble projected area, surrounding area of influence,
overlapping areas of influence, and nonboiling area, with different
heat transfer mechanisms in each region �see Fig. 10�. Assuming
the bubbles to be hemispherical in shape, the maximum bubble
projected area �Ab�, per bubble, was given by Ab=Rm

2 , where Rm
is the maximum bubble radius. For a heater surface with an active
nucleation site density of Na, the fraction �F� of the heater surface
covered by the maximum bubble projected area was F=AbNa

=Rm
2 Na. The active nucleation site density �Na� was not corre-

lated but instead was tabulated as a function of wall superheat.
Note that Rm was assumed to be the same for all the sites. The
nominal area of the heater surface over which boiling was as-
sumed to occur was KF, where K is an empirical constant that
accounts for the ratio of the area of influence to the maximum
bubble projected area. However, to account for the fact that the
true area over which boiling occurs will be reduced due to signifi-
cant overlapping of the areas of influence, an additional empirical
parameter �X� was introduced. Hence the true boiling area was
given as XKF. Thus the nonboiling area fraction was 1−XKF.
Additionally, based on the analysis of Kenning and Del Valle �33�,
the overlapping area of influence was given as �1−X�KF while the
area of influence without overlap was given as �2X−1�KF−F.

Under the assumption that the temperature profile in the micro-
layer is linear and that the energy conducted through the micro-
layer is utilized for evaporation at the liquid-vapor interface �as a
result the thickness of the microlayer decreases with time�, the
instantaneous heat transfer rate in the microlayer was calculated
using the following set of equations:

qm =
kl �Tw

�m
�47�

�m =��m,0
2 −

2kl �Tw t

�lhfg
�48�

In Eq. �48� the initial microlayer thickness ��m,0� was obtained
from the correlation of Cooper et al. �34�. The energy utilized for
microlayer evaporation was then obtained by integrating Eq. �47�
over the appropriate time interval and area. The time-averaged
heat flux during quenching �or transient conduction� qtc was given
as,

qtc = ttcf
2kl��Tw + �Tsub�

��lttc
�49�

where ttc is the time for transient conduction ��bubble waiting
time �tw�� determined from visual observations during experi-
ments. The quenching heat flux was assumed to occur in the sur-
rounding areas of influence over the time period ttc. The heat flux
experienced by the overlapping areas of influence was determined
to be 4/3qtc and acted for a time interval 1 / f . As such, the total
heat flux was then sum of the heat flux contributions from these
four areas. It should be noted that the empirical constant K was
varied from 5.8 to 7.5 so as to match the predicted heat flux values
with the experimental data. Table 1 shows the heat flux compo-
nents and total heat flux predicted for experiments with water as
the test fluid. Based on the predicted values, they concluded that
the microlayer evaporation contribution was only about 2–3%,
while single-phase heat transfer accounted for about 10% of the
total heat flux at low heat fluxes and about 5% at high heat fluxes.
The quenching heat flux in the areas of influence was the largest
component of the total heat flux.

Kurul and Podowski �35� also developed a mechanistic model,
wherein the wall heat flux was partitioned into three heat flux
components; single-phase �qfc�, transient conduction �qtc�, and
evaporation �qev�. Since the heat flux supplied to the liquid is the
sum of qfc and qtc, the wall heat flux partitioning can be written as,

qw = qfc + qtc + qev = ql + qev �50�
Single-phase heat transfer was assumed to occur in areas of the

heater surface not influenced by the bubbles. Accordingly, assum-
ing turbulent forced convection and using Reynolds analogy, qfc is
expressed as,

qsp = Afc�lcp,lUl St�Tw − Tl� �51�

where Afc is the fraction of the heater surface area not influenced
by bubbles and St is the Stanton number. The quenching heat flux
component is the same as that used by Del Valle and Kenning
�31�, while qev is given by Eq. �30�. The area of the heater surface
influenced by bubbles �Atc� and over which transient conduction
occurs is given as,

Fig. 10 Heat transfer regions considered by Del Valle and Ken-
ning †31‡

Table 1 Predicted heat flux components „from Del Valle and Kenning †31‡…

CHF
�%� K KF KFX

Microlayer
evaporation
�W/cm2�

Quenching
under
bubble

�W/cm2�

Quenching
in area of
influence
�W/cm2�

Convection
�W/cm2�

qw
predicted
�W/cm2�

qw
experimental

�W/cm2�

70 7.5 0.94 0.67 6 49 264 28 347 344
80 7.3 1.08 0.73 8 62 303 23 396 394
90 6.7 1.19 0.74 10 80 329 23 442 443
95 5.8 1.10 0.73 13 93 338 24 468 467

1250 / Vol. 128, DECEMBER 2006 Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Atc = K
Dl

2

4
Na �52�

where the empirical constant K was used to account for the area of
the heater surface influenced by the bubble �a value of K=4 was
used in this study�, and Na is the calculated using the correlation
�based on Del Valle and Kenning’s �31� data�,

Na = �210 �Tw�1.8 �53�

Additionally, since the overlapping of bubble influence areas was
neglected, the minimum spacing between nucleation sites was
equal to twice the bubble departure diameter. In this model, qfc
acts over the area �1−Atc�, while qtc acts over the area Atc. More-
over, qtc was assumed to act only during the time interval 0.8/f. In
Eq. �52�, the bubble diameter at lift off �Dl� is calculated from the
correlation �based on Unal’s �36� data�,

Dl = 0.0014 + 10−4 �Tsub �54�

where Dl is in m and �Tsub is in °C. Additionally, the bubble
release frequency is calculated from Cole’s �37� correlation for
pool nucleate boiling,

f =�4g ��

3Dl�l
�55�

Though the Kurul and Podowski model can be used to predict the
wall heat flux �since the individual heat flux components are cal-
culated independently�, this has not been reported. The validation
of their model was only done by comparing the void fraction
prediction with the experimentally obtained data.

The mechanistic model of Kurul and Podowski has also been
used more recently by Tu and Yeoh �38�, Kumar et al. �39�, Kon-
čar et al. �40�, and Wintterle et al. �41� as heat transfer closure
models for modeling the thermal hydraulics in nuclear reactor
geometries. It must be noted that a number of different correla-
tions for Na, Dl, and f have been adopted in these follow on
studies.

More recently, a new approach to the partitioning of the wall
heat flux was proposed by Basu et al. �42,43�. The fundamental
idea of this model is that the all the energy from the wall is
transferred to the liquid layer adjacent to the heated wall. There-
after, a fraction of the energy from this superheated liquid layer is
transferred to the vapor bubbles by evaporation while the remain-
der goes into the bulk liquid. As in previous models, this model
also assumes that once boiling begins, the heating surface can be
split into two regions, namely, �i� the region between ONB and
OSV �region I� and �ii� the region downstream of OSV �region II�.
In each region, various heat transfer mechanisms were considered
depending on the physical processes involved.

As in previous models, upstream of ONB, all the energy is
transferred from the wall to the bulk liquid by single-phase forced
convection �Qfc�, i.e.,

qw =
Qw

Ah
=

Qfc

Ah
= hfc��Tw + �Tsub� =

Ql

Ah
= ql �56�

where hfc is the single-phase forced convection heat transfer co-
efficient determined from standard correlations and Ah is the total
heater area.

In the region between ONB and OSV, small bubbles were as-
sumed to be attached to the heater surface, as shown in Fig. 11. In
the regions not occupied by bubbles, all the energy from the wall
is directly transferred to the liquid by single-phase forced convec-
tion �Qfc�. In turn, a fraction of the energy from the superheated
liquid layer adjacent to the wall is utilized for evaporation �Qev�.
Additionally, condensation heat transfer �Qc� was assumed to oc-
cur from the top of the attached bubbles which are exposed to the
subcooled liquid. Since the bubbles do not grow in size and re-
main attached to the heated wall, Qc=Qev. As such, condensation

from the bubbles attached to the surface merely provides an alter-
nate route for heat transfer from the wall to the liquid. Hence, the
wall heat flux partitioning was expressed as,

qw =
Qw

Ah
=

Qfc

Ah
= hfc

* ��Tw + �Tsub� =
Ql

Ah
�57�

where hfc
* is the enhanced forced convection heat transfer coeffi-

cient. The enhancement is due to the additional surface roughness
due to presence of the bubbles and the oscillations at the liquid-
vapor interface. In Eq. �57�, Ql is the energy transferred to the
bulk subcooled liquid.

In the region downstream of OSV, as the bulk liquid subcooling
decreases, the bubbles grow to a size Dd �called the departure
diameter�, depart from their sites of origin, slide along the heater
surface and eventually lift off when they reach a size Dl �called
the liftoff diameter�. Figure 11 shows the various heat transfer
mechanisms considered. Transient conduction �Qtc� occurs when
the thermal boundary layer is disrupted due to bubble growth
and/or bubble sliding. In this model, it was assumed that when the
boundary layer is disrupted, qtc initially occurs for a time interval
t*, followed by qfc. In other words, this implies that since qtc
decreases as the square root of time while qfc is independent of
time, the heater surface always experiences the large to the two
heat fluxes. The time interval t* was determined by equating qtc
and qfc and was expressed as,

t* = � kl

hfc
�2 1

�
�58�

Since condensation heat transfer �Qc� occurs at the top of the
bubbles attached to the heater surface and the energy carried away
by a bubble during liftoff was Qev, the total energy input into the
bubble from the superheated liquid layer is Qev+Qc. The rest of
the energy from the superheated layer goes toward heating of the

Fig. 11 Heat transfer mechanisms considered by Basu et al.
†42,43‡
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bulk liquid �Qbulk�. Condensation was again assumed to be an
alternate path for heat transfer to the liquid. As such, the wall heat
flux was partitioned as,

qw =
Qw

Ah
=

Qfc

Ah
+

Qtc

Ah
=

Qbulk

Ah
+

Qc

Ah
+

Qev

Ah
=

Ql

Ah
+

Qev

Ah
�59�

Basu et al. noted that since Eq. �59� implied that Qc was not an
independent component of the wall heat flux, this information was
not necessary for modeling the wall heat flux partitioning. It must
be noted that Ql consists of the energy gained directly from the
wall and energy gained due to the condensation of vapor bubbles
in the bulk liquid.

In the region downstream of OSV, with the increase in the
bubble number density with an increase in the wall temperature,
situations where bubble merger can occur were also identified.
Fully developed boiling was assumed to begin when the spacing
between the nucleation sites �s� was small enough that the bubbles
could merge laterally without sliding. On the other hand, for large
values of s, the bubbles will slide along the surface before lifting
off. For simplicity, the Basu et al. model assumed that the nucle-
ation sites were distributed in a square grid, and hence s=1/�Na.
Further, it was assumed that the bubbles only slide in the flow
direction. Based on these assumptions, they considered situations
where the bubbles slide and situations where they did not. A sum-
mary of this is given below.

Bubble Sliding and Merger: Bubble sliding was assumed to
occur when s was greater than both Dd and Dl. The model also
accounted for bubble growth while sliding. Additionally, once a
bubble began to slide, two possible scenarios were considered: �i�
the bubble will not encounter other bubbles before liftoff; and �ii�
the bubble will encounter one or more bubbles along its sliding
path and merge with them before liftoff. Defining l0 as the dis-
tance a bubble will travel as it grows from Dd to Dl, when no
other sites are active or the sites are widely spaced, they argued
that merger will only occur when s
 l0. When merger did occur,
the primary bubble was assumed to gain the vapor volume of the
secondary bubble. Hence, the actual distance �l� that the primary
bubble will slide before liftoff will be less than l0. These situations
are shown in Fig. 12. Basu et al. argued that as a result of bubble
mergers, the actual number of bubbles lifting off the heater sur-
face will be less than Na and accounted for this using a reduction
factor �Rf�. The reduction factor was defined as the ratio of the
actual number of bubbles lifting off per unit area of the heater
surface to the number of active nucleation sites per unit area and
was given as,

Rf =
1

l/s
=

1

l�Na

�60�

Note that for s� l0, l= l0 and Rf =1.
Figure 12 also shows the bubble waiting time �tw� and bubble

growth time �tg�. The bubble waiting time is defined as the time
period between bubble departure and the inception of the next
bubble at a given site, while the growth time �tg� is the time
required for bubble growth from inception to the maximum size
�Dd�, at its site of origin. In Fig. 12 it should also be noted that
though the bubble continues to grow while sliding, the time of
growth at the site of origin along with the waiting time represents
the periodicity. Thus the time period �tw+ tg� was taken as the
appropriate time period for averaging all the heat transfer compo-
nents. As such, the frequency of bubble release �f� is given by
1/ �tw+ tg�. Additionally, at steady state a continuous train of
bubbles slide and lift off, hence f represented both the bubble
departure rate as well as the bubble lift off rate from the heater
surface.

Transient conduction �Qtc� occurs in the regions swept by the
sliding bubble. Since the duration for which it will occur is gov-
erned by the magnitude of t*, Qtc was given by,

Qtc

Ah
=

1

tw + tg
�

0

t
kl

��lt
��Tw + �Tsub��Asl�RfNa dt �61�

where t= t* when t*� �tw+ tg� and t= �tw+ tg� when t*� �tw+ tg�
and Asl is the sliding area.

Forced convection �Qfc� prevails at all times in the areas of the
heater surface not influenced by sliding bubbles. The fraction of
the heater area not influenced by sliding bubbles was given by
�1−AslRfNa�. It should be noted that if t*� �tw+ tg�, the heater area
influenced by sliding will experience Qtc followed by Qfc. As
such, the forced convection component was expressed as,

Qfc

Ah
= hfc

* ��Tw + �Tsub��1 − AslRfNa�

+ hfc
* ��Tw + �Tsub�AslRfNa�1 −

t*

tw + tg
� �62�

where hfc
* is the area-averaged enhanced heat transfer coefficient.

Since the evaporative component �Qev� of the wall heat transfer
is the energy of vaporization required to produce a bubble of size
Dl, it was expressed as,

Qev

Ah
= �vhfg



6
Dl

3RfNaf �63�

As such, ql=qw−qev.
Bubble Merger Without Sliding: This was assumed to occur at

high superheats. As Na, Dd and Dl increase, the bubbles tend to

Fig. 12 Bubble sliding cases „a… sliding without merger „b…
sliding with merger „Basu et al. †42,43‡…
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merge with each other in all directions, while growing at their
sites of origin. This is shown in Fig. 13. In this situation, the
maximum size that the bubble can grow to is the average spacing
between sites �s�. Thereafter they will merge together to form a
bubble of size Dl, which then lifts off from the heater surface. In
this case, the growth time �tg� corresponds to the time required for
a bubble to grow to size s. The number of bubbles that will merge
together to yield one liftoff diameter bubble was obtained from
volume considerations. Hence, the reduction factor was expressed
as,

Rf =
s3

Dl
3 �64�

Transient conduction occurs over the entire heater surface after
bubble merger and liftoff, as shown in Fig. 13. Depending on the
relative magnitudes of tw, tg, and t*, several possibilities were
considered, as given below.

�i� t*
 tw: Transient conduction will occur on the entire heater
surface for a time interval t*, i.e.,

Qtc

Ah
=

1

tw + tg
�

0

t* kl

��lt
��Tw + �Tsub�dt �65�

Following transient conduction, forced convection will take place
on the entire heater surface area until time tw and thereafter in
regions not occupied by bubbles during time tg. This was ex-
pressed as,

Qfc

Ah
= hfc

* ��Tw + �Tsub�
tw − t*

�tg + tw�
+ hfc

* ��Tw + �Tsub�

��1 − AbNa�
tg

�tg + tw�
�66�

where Ab is the base area of the bubble.
�ii� t*� tw: Transient conduction occurs over the entire heater

surface for time tw. It then also continues for time tg in regions not
occupied by bubbles until time t* or �tw+ tg�, whichever is smaller.
In this case, qtc was expressed as,

Qtc

Ah
=

1

tw + tg��0

tw kl

��lt
��Tw + �Tsub�dt

+�
tw

t
kl

��lt
��Tw + �Tsub��1 − AbNa�dt�

�67�

where t= �tw+ tg�, if t*� �tw+ tg�, otherwise t= t*. Forced convec-
tion will occur after transient conduction only if t*� �tw+ tg�. In
the case where t*� �tw+ tg�, qfc will be zero �i.e., qtc will prevail at
all times�. As such, qfc can be expressed as,

Qfc

Ah
=

hfc
* ��Tw + �Tsub��1 − AbNa�

tw + tg − t*

�tw + tg�
tw � t* � �tw + tg�

0 t* � �tw + tg�
�68�

The evaporative component �qev� is given by Eq. �63� with the
Rf obtained from Eq. �64�. Thus the evaporative component was
given as,

Qev

Ah
= �vhfg



6
Dl

3RfNaf = �vhfg


6
s3Naf �69�

The total wall heat flux can then be partitioned into that going into
the liquid and vapor phases using Eq. �59�.

Due to the additional subprocesses considered in the Basu et al.
model, in order to apply this model additional submodels for vari-
ous parameters such as the location of ONB, the location of OSV,
Na, Dd, Dl, tw, tg, hfc

* , sliding distance �l�, and ratio of the bubble
base to bubble diameter �C� are required. Basu et al. developed
models/correlations for each of these parameters based on the ex-
perimental data obtained from their experiments �see Basu

Fig. 14 Predicted boiling curve for flat plate test case „Basu et
al. †43‡…

Fig. 13 Sliding without merger „Basu et al. †42,43‡…
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�42,44�� and from those available in the literature. It should be
noted that the submodels for the various parameters is only valid
for the vertical upflow of water.

The subcooled flow boiling curve predicted using this model
shows good agreement with experimental data for a vertical flat
plate, as shown in Fig. 14. The qfc and qtc heat flux components
calculated using this model for a nine-rod bundle is shown in Fig.
15�a�. The corresponding ql and qev components are shown in Fig.
15�b�. Note that these components are plotted as a function of the
axial direction. In these figures, the difference between the pre-
dicted and imposed total heat fluxes varied between −2.5% to
+5.5%. In Fig. 15�b�, it is interesting to note that at the exit only
80% of the total heat flux is utilized for evaporation though the
liquid is already saturated. Thus, 20% of the wall heat flux is still
used to superheat the liquid. Figure 16�a� shows the computed
wall temperature profile for subcooled boiling of water in a verti-
cal pipe when the imposed heat flux has a sine profile. Figure
16�b� shows the corresponding ql and qev heat flux components
computed using the mechanistic wall heat flux partitioning models
of Basu et al. �42,43� and Lahey �27�. The ONB, OSV, and the
location where the bulk liquid attains saturation are also shown in
Fig. 16. Lahey’s model predicts that as long as the liquid is sub-
cooled, all the energy is utilized for heating the bulk liquid �qev
�0,ql�qw�. However, once the liquid is saturated, qev�qw and
hence ql�0. The Basu et al. model predicts that upstream of OSV,
all the energy goes to the liquid �ql�qw�. However, downstream

of OSV, qev increases rapidly with a corresponding decrease in ql.
It should be noted that even when the liquid is saturated, a fraction
of the wall heat flux is utilized for superheating the liquid.

Summary
A review of both empirical correlations and mechanistic heat

transfer models has been presented. The empirical correlations for
wall heat flux are based on curve fitting experimental datasets and
hence are only capable of predicting the total wall heat flux. Since
they do not account for the physical mechanisms involved, sig-
nificant differences between the predictions and experimental data
can occur when the conditions for which they were developed is
not duplicated. This is a major drawback of these models. More-
over, they cannot be used to partition the wall heat flux. On the
other hand, the empirical correlations that are based on the rel-
evant heat transfer mechanisms can be used to determine how the
wall heat flux is partitioned. However, since all the heat flux com-

Fig. 15 Predicted heat flux components for rod bundle geom-
etry „a… qfc and qtc, „b… ql and qev „Basu et al. †43‡…

Fig. 16 A comparison between the Basu et al. †42‡ and Lahey’s
†27‡ model
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ponents are not calculated independently, these correlations can-
not be used to predict the wall heat flux itself. The mechanistic
wall heat flux partitioning models attempt to predict the wall heat
flux based on the individual heat transfer mechanisms involved.
Since each heat flux component is calculated independently, these
models can also be used to predict the overall wall heat flux.
However, due to fact that the relevant heat transfer mechanisms
are modeled, additional submodels or correlations are required for
the parameters involved �such as Na, Dd, Dl, tw, tg, etc.�. This in
turn means that well controlled experiments will need to be per-
formed to gather the data and validate the model predictions.
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Nomenclature
Ab � Base area of influence of a bubble

Anb � Fractional area over which nucleate boiling
occurs

Asl � Area swept by a sliding bubble
Atc � Area experiencing transient conduction
cp � Specific heat capacity
C � Ratio of bubble base diameter to bubble

diameter
D � Diameter
f � Bubble release frequency
g � Gravitational acceleration
h � Heat transfer coefficient

he � Enthalpy
hfg � Latent heat of vaporization

k � Thermal conductivity
l � Sliding distance

l0 � Sliding distance for a single cavity on the
surface

M � Molecular weight
Na � Nucleation site density
p � Pressure

Pr � Prandtl number
Q � Energy
q � Heat flux

Re � Reynolds number
St � Stanton number
t � Time

T � Temperature
�T � Temperature difference
U � Bulk velocity
V � Volume
z � Axial direction �along the flow direction�

Greek
� � Thermal diffusivity or void fraction
�t � Thermal boundary layer thickness
� � Density
� � Surface tension
� � Viscosity

Subscripts
b � Bubble
c � Condensation
d � Departure diameter

ev � Evaporation
fc � Forced convection

fdb � Fully developed boiling
g � Growth
l � Liquid, liftoff diameter when used with D

nb � Pool nucleate boiling
ONB � Onset of nucleate boiling

OSV � Onset of significant void
pb � Partial nucleate boiling
sat � Saturation

sub � Subcooled
tc � Transient conduction
v � Vapor
w � Wall, waiting when used with t
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1 Introduction
In spite of numerous investigations, nucleate boiling heat and

mass transfer is still not fully understood. To study heat and mass
transfer, experiments with single vapor bubbles have been carried
out. One of the pioneering investigations was done by Beer �1�
who measured the interferometric pattern around a growing and
rising vapor bubble. In recent experimental investigations
progress is mainly made

• by a miniaturization of measurement devices, e.g., Au-
racher and co-workers �2� use micro-thermocouples and
an optical probe to measure heat and mass transfer to
single vapor bubbles,

• by means of microtechnology, e.g., Kim and co-workers
�3,4� use a microheater array that provides local surface
heat flux and temperature measurements, and

• by new measurement technologies, e.g., thermochromic
liquid crystals that show a high local temperature reso-
lution and thus are used to determine the time evolution
of the spatial temperature distribution on the heater sur-
face �5–7�.

Besides experimental investigations, in the last decade theoretical
models have been developed to compute numerically nucleate
boiling heat and mass transfer. Fundamentally, they are all based
on a thin film evaporation concept of Wayner and co-workers �8�.
They investigated the evaporation of a liquid meniscus in a tiny
area where the liquid-vapor interface approaches the wall. In spite
of the small spatial dimensions �about one micrometer�, a consid-
erable amount of the supplied heat at the evaporator wall flows
through the so-called “micro region.” In this region, microscale
effects such as adhesion forces and interfacial thermal resistance
in combination with a strong curvature change of the liquid-vapor
interface significantly influence local heat and mass transfer. The
micro region model was implemented into macroscopic vapor

bubble growth models by several authors using different assump-
tions and simplifications �9–12�. Stephan and Hammer �9� intro-
duced a nucleate boiling model for pure substances that was ex-
tended to binary mixtures by Kern and Stephan �10�. This model
considers heat conduction in liquid and wall as well as evapora-
tion of the liquid for quasi-stationary bubble growth. A transient
nucleate boiling model was presented by Dhir and co-workers
�11�. They computed nucleate boiling heat and mass transfer for
the whole bubble cycle of a growing, departing, and rising vapor
bubble. Fujita and Bai �12� introduced a transient nucleate boiling
model for bubble growth and departure. They assumed a constant
contact angle during the whole bubble growth and departure pro-
cess. Dhir and co-workers �11� as well as Fujita and Bai �12�
assumed a constant wall temperature and therefore neglected the
influence of transient heat conduction in the wall on the boiling
process.

In the present work a new nucleate boiling model is presented.
It is based on the previous model of Kern and Stephan �10�. In
contrast to the preceding model, fully transient heat and fluid flow
is computed including wall heat transfer with a free surface of the
rising bubble and a periodic calculation of repeated cycles of
bubble growth, detachment, and rise, requiring only specification
of the waiting time between successive bubbles. In Sec. 2, a de-
tailed description of the new model is given including modeling
strategy, governing equations, boundary conditions, and numerical
treatment. Typical results of a single bubble cycle are shown in
Sec. 3. Additionally, the transient heat flow to wall, bubble, and
liquid is discussed. Furthermore, the accuracy of the model is
assessed by comparing computed with measured heat transfer co-
efficients.

2 Numerical Model

2.1 Modeling Strategy. As long as neighboring bubbles do
not interact, the boiling system can be divided into subsystems,
each of them containing a single nucleation site �Fig. 1�. This is
fulfilled for low and intermediate heat fluxes. The subsystem con-
sists of a single nucleation site, surrounding liquid, and a part of
the heated wall �Fig. 1�. Using cylindrical coordinates �� ,��, the
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radius rsub of the single bubble subsystems corresponds to the
bubble site density �Nb�. The thickness �l of the liquid layer is
chosen to be greater than the thickness of the thermal boundary
layer, which is calculated by the model. The subsystem includes a
part of the heated wall because in experiments thermocouples are
placed at a distance �w below the boiler surface. Furthermore, the
wall is included in the subsystem because the effect of wall heat
transfer on nucleate boiling is the subject of the present
investigation.

Boundary conditions �Fig. 1� are the outside wall temperature
Tout and the saturation temperature of the bulk fluid Tsat �upper
boundary contacts a perfectly mixed pool�. Regarding the constant
outside wall temperature Tout, current calculations �13� with a cor-
responding constant heat flux q̇out at the outside of the heater wall
approve the equivalence of both boundary conditions in the case
of the presented copper heater. Using a constant heat flux bound-
ary condition causes a temperature variation of less than 0.04 K at
the outside of the heater wall during a bubble cycle. The model
describes heat and mass transfer in this subsystem for the time
period when the bubble grows from a tiny size to the departure
radius, detaches, and rises towards the upper boundary of the sub-
system until the next bubble is formed at the nucleation site and a
new cycle starts. The shape of the bubble is assumed to be spheri-
cal during bubble growth and departure. For the rising bubble a
free surface is considered. As input parameters only values for the

bubble site density and waiting time, respectively, bubble fre-
quency, are required. These data can either be taken from mea-
surements or from correlations for the bubble site density, e.g.,
�14–16�, and for the bubble frequency, e.g., �17�.

In contrast to the preceding model of Kern and Stephan �10� the
new model provides a periodic calculation of repeated cycles of
bubble growth, detachment, and rise. The transient computation
yields the time-dependent local distribution of the heat flux q̇�� , t�.
Averaging the local heat flux q̇�� , t� with respect to the radius rsub

of the subsystem and the time period of the bubble cycle tb, which
is a result of the computation, yields the mean heat flux,

q̇m =
2

tbrsub
2 �

0

tb�
0

rsub

q̇��,t�� d� dt �1�

From that the mean heat transfer coefficient is obtained,

�m =
q̇m

Tout − Tsat
�2�

The local heat flux q̇�� , t� is also used to predict the evaporative
mass flux, which yields the bubble growth rate, by solving

ṁevap�t� =
�l

�hlv
/

Aint

�dT

dn
�

int
dAint �3�

at the phase interface of the bubble.
To calculate the heat flux q̇�� , t� the computational domain is

divided into two regions �Fig. 1�:

• the tiny thin film area, called the micro region, where the
bubble is attached to the wall

• and the liquid adjacent to the micro region as well as the
wall, called the macro region.

Transport phenomena within the vapor bubble are insignificant for
overall heat transfer coefficients �18�. Therefore, the vapor is not
included into one of these regions during bubble growth and de-
parture. The model considers a very thin, nonevaporating liquid
film, which is adsorbed at the wall underneath the vapor bubble.
Governing equations, boundary conditions, and numerical treat-
ment of both regions are explained in the succeeding sections.

2.2 Governing Equations and Boundary Conditions

2.2.1 Micro Region. In Fig. 2 the micro region is plotted on a
larger scale. In this region the curvature of the liquid-vapor inter-
face differs strongly from the mean curvature in the macro region.
High local heat fluxes induce a transverse liquid flow into the
micro region. The following effects are considered in the micro
region �see also spheres of influence in Fig. 2�: Surface tension
and adhesion forces influence the mechanical equilibrium at the
liquid-vapor interface of the thin curved liquid film. Due to the
very thin liquid film and high heat fluxes, the interfacial thermal
resistance becomes important. If a binary mixture is boiled, one
component evaporates preferentially. Therefore, strong concentra-
tion gradients and thus diffusive mass transfer as well as Ma-
rangoni convection occur. Furthermore, the high local curvature of
the liquid-vapor interface, the adhesion forces, and the change of
concentration strongly influence the thermodynamic equilibrium
at the liquid-vapor interface. Considering the described effects in
standard equations of continuity and a scale analysis yields a set
of six nonlinear ordinary differential equations as described in a
preceding paper �10�. Even if the equations in this paper �10� are
derived for a quasi-stationary solution, estimations of Stephan
�19� and Mann �20� show that these equations are still valid for
transient problems if the heater wall material features a high ther-
mal conductivity. The modeling equations are solved numerically
in an iterative process with the macro region equations �Sec. 2.3�.
As a result, for a given radius r�t�, one gets the heat flux q̇mic���,

Fig. 1 Subsystem and computational domains
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the meniscus shape ����, and the liquid composition as well as the
apparent contact angle �app shown in Fig. 1 �10�.

2.2.2 Macro Region. In the macro region the standard equa-
tions of conservation with the following assumptions are used:

• incompressible fluid, D� /Dt=0 �except for the Bouss-
inesq term�

• symmetry with respect to normal co-ordinate
� , �� /�����=0,�=rsub

=0
• laminar flow without vortices around normal coordinate

�, u	=0
• only gravity acts as volume force, f= �0,−g�
• dissipation can be neglected in the energy equation.

Thus, the conservation equations can be written for
mass

1

�

�

��
��u�� +

�

��
�u�� = 0 �4�

momentum ���:

�� �u�

�t
+ �u� − u�m�

�u�

��
+ �u� − u�m�

�u�

��
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− �p

��
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�

��
��


�

���u��
��
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�

��
��


�u�

��
	 �5�

momentum ���:

�� �u�
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+ �u� − u�m�

�u�

��
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�u�

��
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��
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�

�

��
���


�u�

��
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�

��
��


�u�

��
	 + �f� + �g�ref�T − Tref�

�6�

energy:

�c� �T

�t
+ �u� − u�m�

�T

��
+ �u� − u�m�

�T

��
	 =

1

�

�

��
���

�T

��
	

+
�

��
��

�T

��
	 �7�

Since the influence of mass diffusion of each component on local
heat transfer and liquid properties is negligible at the outer liquid
boundary of the micro region �21�, the effect of mass diffusion in
the macro region is not considered in the modeling equations.

For numerical reasons the bubble cycle is divided into phases.
The initial cycle consists of three phases �see also Fig. 3�:

• Phase 2* �growing bubble�: Period when a bubble is

Fig. 2 Significant phenomena in the micro region

Fig. 3 Definition of phases for the initial bubble cycle and sub-
sequent bubble cycles
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growing from a tiny size, rini=3 �m �not infinitesimally-
small due to numerical reasons�, to the radius where the
bubble starts to detach.

• Phase 3 �detaching bubble�: Period of bubble detach-
ment.

• Phase 4 �rising bubble�: Period of the rising bubble until
a new bubble is formed at the cavity.

As soon as a new bubble is formed at the cavity, the next bubble
cycle starts. In contrast to the first cycle, now two bubbles are
considered in the subsystem. Therefore, starting with the second
bubble cycle, phase 2* is subdivided into phases 1 and 2:

• Phase 1 �rising bubble and subsequent growing bubble�:
The new bubble is growing at the heater surface and the
rising bubble is still calculated in the same system. This
phase ends when the rising bubble is far away from the
thermal boundary layer or reaches the upper part of the
subsystem.

• Phase 2 �growing bubble�: The growing bubble is con-
sidered as in phase 2*, but at the beginning of phase 2 the
bubble radius corresponds to the radius of the growing
vapor bubble at the end of phase 1.

At the end of phase 1, when the upper �rising� bubble reaches the
top of the considered domain and the numerical mesh gets to
distort, the vapor volume of this bubble is filled with saturated
liquid �see Figs. 4, 5�a�, and 5�b��. The restrictions of the bound-
ary fitted mesh that is used �see succeeding section� do not allow
the surface of the rising bubble to intersect the upper boundary.
Neither the kinetic energy nor the shape of the liquid that replaces
the vapor has a significant influence on the heat transfer �even if
the vortex around the former vapor bubble changes slightly in Fig.
4�b�� since the liquid is far away from the thermal boundary layer
and drifts with the bubbles constant velocity through the upper
boundary like the vapor bubble actually would do. Calculations
with a diversifying liquid column approve this. In addition, shape
and velocity of the liquid bubble correspond to shape and velocity
of the vapor bubble.

By definition, the model is valid for liquids and boiling condi-
tions ensuring small bubble departure diameters. At these special
conditions, liquids like propane/n-butane hold a nearly spherical
bubble shape. Therefore, during phases 1, 2, 2*, and 3, a spherical
shape can be assumed for the growing and detaching bubble. This
is necessary to match the macro and micro regions. Due to the

very high heat flux density in between and adjacent to the micro
region a precise geometrical description of this area is necessary.
Using instead a free surface for the growing bubble would induce
a phase interface that approaches the wall from a special angle
�apparent contact angle� and contacts it in one point. This would
be in opposition to the theory of the micro region and would avoid
a physical adjustment of this area and cause defective heat fluxes.
During phases 4 and 1, the liquid-vapor interface of the rising
bubble is treated as a free surface. It ensures the calculation of an
accurate rising velocity depending on the bubble’s shape. This is
important as long as the bubble is located in the thermal boundary
layer due to the coherence of rising velocity and convective heat
transfer.

To state the boundary conditions, Fig. 6, a definition of the
following interfaces is given:

• interface 1: outer surface of the heater wall
• interface 2: surface between the wall and bulk liquid
• interface 3: surface between the wall and liquid in the

micro region
• interface 4: surface between the wall and adsorbed liquid

film
• interface 5: surface between the bulk liquid and vapor of

the bubble during bubble growth and detachment
• interface 6: surface between the bulk liquid and vapor of

the bubble during bubble rise
• interface 7: upper surface of the liquid bulk

The boundary conditions of the Navier-Stokes equations and the
continuity equation are given in Table 1 for each phase of the
bubble cycle. The kinematic description of the liquid-vapor inter-
face during bubble growth and detachment �u��� ,��, u��� ,��, in-
terface 5� is determined by the contact angle calculated at the
transition from micro to macro region, the assumption of a spheri-
cal shape of the bubble, and the evaporating mass. The boundary
conditions of the energy equation are shown in Table 2.

Initial conditions of the energy equation are as follows: The
temperature of the whole wall corresponds to the outside wall
temperature �Tout� and a linear temperature distribution is as-
sumed in the thermal boundary layer. The initial thickness of the
thermal boundary layer is estimated using a correlation for free
convection �22�. The initial condition of the Navier-Stokes equa-
tions and the continuity equation is a motionless liquid. Any initial
mismatches of heat flux due to these assumptions are not relevant

Fig. 4 Finite element grid „a…, streamlines „b…, and isobars „c… at different stages of the bubble
cycle „propane/n-butane, p*=0.2, Tout−Tsat=8.7 K, xL,1=0.245, dsub=0.4 mm…

1260 / Vol. 128, DECEMBER 2006 Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



since the simulation settles into a stable cycle. Calculations with
different initial conditions concerning the temperature distribution
in fluid and heater show the same periodically stationary solution.
For each subsequent bubble cycle the thermal and flow conditions
at the end of the preceding cycle are used.

2.3 Numerical Treatment. During bubble growth and depar-
ture the modeling equations of micro and macro regions are
solved in an iterative process since heat is transferred from the
heater wall �macro region� through the micro region into the va-
por. The time-dependent numerical computation starts by calcu-
lating the temperature distribution within the subsystem for a
bubble of finite size. From the calculated temperature distribution
the increase of the bubble volume due to evaporation is deter-
mined. Taking into account the apparent contact angle �app, which
is a result of the micro region model, the bubble growth rate r
= f�t� is obtained.

To consider the micro region and to avoid diffusion of the phase
interface due to strong surface tension effects, a mixed Euler
Lagrange method is used. Numerical codes based on discontinu-

Table 1 Boundary conditions of Navier-Stokes equations and
continuity equation for each phase of the bubble cycle

Phase
no. Interface no.

�=0, �=rsub 3, 4 5 6 7

1 u�=0 u�=0 u��� ,�� n=�� 1
R1

+ 1
R2

� �u�

�� =0
�u�

�� =0 u�=0 u��� ,�� t=0 u��ṁevap�
2, 2* u�=0 u�=0 u��� ,�� �u�

�� =0
�u�

�� =0 u�=0 u��� ,�� �u�

�� =0
3 u�=0 u�=0 u��� ,�� n=�� 1

R1
+ 1

R2
� �u�

�� =0
�u�

�� =0 u�=0 u��� ,�� t=0 �u�

�� =0
4 u�=0 u�=0 n=�� 1

R1
+ 1

R2
� n=�� 1

R1
+ 1

R2
� �u�

�� =0
�u�

�� =0 u�=0 t=0 t=0 u��ṁevap�

Fig. 5 „a… and „b… Isotherms „�Tiso,w=5*10−4 K, �Tiso,l=0.17 K…,
„c… magnification of isotherms near the micro region „�Tiso,w
=5*10−4 K, �Tiso,l=0.17 K…

Fig. 6 Definition of interfaces of the subsystem
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ous interface capturing methods, e.g., a volume of fluid �VOF�
method, turned out to be not useful due to problems at the inter-
face reconstruction and sharpening algorithms �parasitic currents
induced by surface tension�. Therefore, an arbitrary Lagrangian-
Eulerian �ALE� kinematic description is chosen. Using the ALE
method, computational meshes may be fixed in space �Eulerian
description�, may move with the fluid velocity �Lagrangian de-
scription�, or may move in any other arbitrary way. Thus, between
the boundaries of the calculated area, the mesh can be moved in
any arbitrary way depending on time and space �um=um�� ,� , t��.
A detailed introduction into the ALE theory and the derivations of
numerical implementations are given by Frank et al. �23�, Noh
�24�, Hirt et al. �25�, Hughes et al. �26�, and Donea �27�. For the
macro region calculation the finite-element package SEPRAN
�28� is used. This modular open source code is modified to fulfill
our requirements. The governing equations are discretized in
space using a Galerkin finite element method in combination with
extended quadratic triangle elements according to Crouzeix-
Raviart. The finite elements are distributed depending on the tem-
perature gradient in the macro region. Hence, the grid width in the
neighborhood of the micro region and close to the liquid-vapor
interface is extremely small �Fig. 4� and the number of elements
therefore becomes very high. In order to decouple pressure and
velocity, a penalty function method is applied. Girault and Raviart
�29� provide a detailed derivation and a convergence proof of this
method. The nonlinear �convective� terms in the momentum equa-
tions are treated by a Newton or alternatively by a Picard linear-
ization and the time integration is approximated by an implicit
Euler scheme. To prevent problems with the free surface imple-
mentation a slow but stable direct solver is chosen. The numerical
accuracy of this model is estimated by a variation of mesh size
and time-step size. To verify the free surface implementation, dif-
ferent test cases, e.g., the broken dam problem �30–33�, terminal
velocity calculations of rising bubbles by Raymond �34�, and
shape analyses of growing vapor bubbles by Dhir �11�, were per-
formed. The results confirm the validity of the free surface model.
To prove the overall heat balance, a spatial and temporal integra-
tion of the heat flux for one bubble cycle is performed. We thereby
estimate the accuracy of the calculated heat transfer coefficients to
2–3%.

3 Results
As input parameters the model needs the bubble site density

and waiting time, which are reported in a very few publications
only. Therefore, experimental values are taken from Bednar and
Bier �35� as well as Schmidt �17�. Bednar and Bier �35� measured
wall superheat and heat transfer coefficients on copper tubes and
determined bubble site densities for various hydrocarbons simul-
taneously. Additionally, Schmidt �17� observed bubble behavior in
nucleate boiling of the same liquids photographically and deter-
mined the waiting time.

3.1 Bubble Cycle. Using data for the bubble site density from
Bednar and Bier �35� as the input parameter, nucleate boiling heat
and mass transfer of propane/n-butane on copper is calculated. In
Figs. 5�a�–5�c� the isotherms and in Fig. 4 the streamlines are
shown at different phases of the bubble cycle, i.e., at the begin-
ning of phase1 �nucleation�, during phase 2 �growth�, at the end of
phase 3 �departure�, and during phase 4 �rise�. As can be seen
from the isotherms in Figs. 5�a�–5�c�, during bubble growth heat

flow is concentrated towards the micro region due to the high heat
flux in the micro region. Therefore, heat conduction in the wall
becomes two-dimensional. After departure and during subsequent
rise of the bubble �when no micro region occurs�, wall heat flow
to the heater surface immediately becomes nearly one-
dimensional. Thus, the effect of thermal inertia on the temperature
distribution in the wall is weak. Furthermore, it can be stated that
the effect of the micro region on wall heat flow during bubble
growth and departure is very strong. Due to the streamlines liquid
is displaced by the growing bubble. Each bubble induces a single
vortex. Although a free surface is assumed for the rising bubble,
the bubble still deviates only little from a spherical shape because
the bubble is very small. The model was also tested for lower
surface tension fluids. In that case the typical mushroom-like
shape was obtained.

3.2 Transient Heat Flow to Wall, Bubble, and Liquid. To
investigate the influence of transient heat conduction, heat storage,
and convection in liquid as well as heat transfer in the wall on
overall heat transfer performance, the transient heat flow through
different interfaces is computed as a function of time. In Fig. 7 the
calculated heat flow through interface 1, i.e., through the outer
surface of the wall �Fig. 6�, is plotted versus time for 11 bubble
cycles. At the beginning of the calculation a constant temperature
in the wall is assumed and the thickness of the thermal boundary
layer is estimated using a correlation for free convection. As can
be seen from the heat flow through interface 1 �Fig. 7�, the as-
sumed temperature distribution at the beginning corresponds to a
stored heat in the system that is too high. Therefore, the mean heat
flow per cycle through interface 1 increases during the first cycles
until a periodically stationary heat flow is obtained �approximately
at the fourth bubble cycle�.

In Fig. 8 the calculated heat flow through interfaces 2, 3, and 5
�Fig. 6� is plotted versus time for the seventh and eigth bubble
cycles. No heat is transferred through the adsorbed liquid film
�interface 4�. The heat flow through interface 3, i.e., through the
micro region, increases during bubble growth, decreases during
bubble departure, and equals to zero during bubble rise. Increase
and decrease of heat flow through the micro region is roughly
proportional to the variation of the circular interface area between
micro region and wall that increases with increasing bubble ra-
dius. The heat flow to the bubble cap �interface 5� also increases
during bubble growth and departure due to an increase of the
bubble surface. During bubble rise this heat flow decreases since
the bubble removes from the superheated thermal boundary layer.
The heat flow through interface 2, i.e., through the heater surface
to the liquid of the macro region, also increases during bubble
growth and departure due to the vicinity of the bubble that acts as
a heat sink. After departure heat flow through interface 2 rapidly
decreases, indicating that single phase heat transfer to the liquid is
very low.

Table 2 Boundary conditions of the energy equation for the
whole bubble cycle

Interface no.

�=0, �=rsub 1 3 4 5, 6 7

�T
�� =0 T=Tout T=Tw,mic

�T
�� =0 T=Tsat T=Tsat

Fig. 7 Time-dependent heat flow through interface 1 „propane/
n-butane, p*=0.2, Tout−Tsat=8.7 K, xL,1=0.245, dsub=0.4 mm…
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Additionally, the heat flow through interface 1 and the total heat
flow through interfaces 2 � 3 are shown in Fig. 9. Moreover, the
difference between these two heat flows, i.e., the time-dependent
variation of heat storage in the wall, is shown in that figure. It
decreases during bubble growth due to a very high heat transfer
through micro and macro regions �Fig. 9, interfaces 2 � 3� and
increases during bubble detachment and rise since one phase heat
transfer to the liquid is very low. In spite of this significant varia-
tion of heat stored in the wall, the thermal inertia of the wall is
small because heat flow through interface 1 starts to vary imme-
diately after a change of heat flow through interfaces 2 � 3 as can
be seen from Fig. 9: At the beginning of bubble growth, i.e., at the
beginning of phase 1 �t
0.0825 s�, heat flow through interfaces 2
� 3 increases strongly, and heat flow through interface 1 starts to
increase only about 0.001 s later �Fig. 9�. Although thermal inertia
is small, heat transfer in the wall is essential for a correct model-
ing of nucleate boiling due to a strong variation of heat transfer at
the heater surface �Fig. 9, interfaces 2 � 3�. In addition heat flow
in the micro region strongly depends on the micro region wall
temperature and this temperature cannot be obtained without con-
sidering the wall.

In Fig. 10 the heat flow through interface 2, i.e., through the
heater surface to the liquid of the macro region, is plotted versus
time for the seventh and eigth bubble cycles. Furthermore, the
heat flow through interface 5 or 6, i.e., through the bubbles cap,
and the difference between them, i.e., the liquid heat storage, are

shown. The heat flow through interface 5 increases strongly when
the bubble starts to grow �phases 1 and 2� and decreases after
bubble detachment �phase 4�. The heat flow through interface 2
varies in the same way without delay, i.e., it also starts to increase
at the beginning of phase 1 and decreases as soon as the bubble
has detached. In contrast to the conclusions drawn based on Fig. 9
concerning thermal inertia of the wall, in this case it is not pos-
sible to derive a statement about the thermal inertia of the liquid.
This is due to the fact that in the liquid phase two-dimensional
heat conduction and additionally convective heat transfer take
place. The reason for the strong coupling between the heat flow
through interface 2 and interface 5 or 6 is based upon the geom-
etry of the area close to the micro region. In this area the liquid
film is very thin and hence thermal resistance and inertia are very
low. Thus, a variation of heat flow through interface 5 or 6 imme-
diately affects heat flow through interface 2.

The moment when the “heat storage” curve changes its sign is
also of special interest. Whereas the wall heat storage �see Fig. 9�
changes its sign very close to the transition of the different phases,
i.e., growing/detaching and rising, the liquid heat storage changes
its sign later. The quick response of wall heat storage is due to the
very high heat transfer at the bubble foot, i.e., within and close to
the micro region. During phases 1–3 heat is extracted from the
wall and after detachment storage of heat in the wall starts without
delay. For the liquid heat storage �Fig. 10� the distinct delay be-
tween the beginning of phase 4 and the change of sign indicates
that in this time period most of the heat that is transferred to the
bubble is supplied from the liquid and not from the wall.

Table 3 contains the integrated heat flow through each interface
�columns� and during each phase �rows�. To compare the amount
of heat transferred to the vapor bubble during bubble growth and
detachment �phases 1–3� to the total heat transferred to the bubble
during one bubble cycle, one has to proceed as follows. To calcu-
late the total heat transferred during one bubble cycle, the values
of column 3 �interface 3� and column 4 �interface 5 or 6� have to
be summed for all phases. The heat transferred to the vapor

Fig. 8 Time-dependent heat flow through interfaces 2, 3, and 5
„propane/n-butane, p*=0.2, Tout−Tsat=8.7 K, xL,1=0.245, dsub
=0.4 mm…

Fig. 9 Time-dependent heat flow through interfaces 1–3 as
well as heat storage in the wall „propane/n-butane, p*=0.2,
Tout−Tsat=8.7 K, xL,1=0.245, dsub=0.4 mm…

Fig. 10 Time-dependent heat flow through interfaces 2 and 5
or 6 as well as heat storage in the liquid „propane/n-butane,
p*=0.2, Tout−Tsat=8.7 K, xL,1=0.245, dsub=0.4 mm…

Table 3 Integrated heat flow through each interface during all
phases „propane/n-butane, p*=0.2, Tout−Tsat=8.7 K, xL,1=0.245…

Phase
no. Interface no.

1 2 3 5 or 6

1+2 4.47�10−6 W 5.47�10−6 W 3.71�10−6 W 7.49�10−6 W
3 4.67�10−6 W 4.83�10−6 W 3.14�10−6 W 7.14�10−6 W
4 26.01�10−6 W 16.81�10−6 W 0 W 12.87�10−6 W
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bubble during bubble growth and detachment �phases 1–3� is cal-
culated by summing the values of rows 1 and 2 of columns 3 and
4. Thus during bubble growth and detachment approximately 63%
of the total heat is transferred to the bubble. The remaining 37% is
transferred through the thermal boundary layer and the liquid bulk
during bubble rise. In some experimental and theoretical investi-
gations �36,37� researchers subdivided the total heat transfer by
nucleate boiling into

1. evaporative heat transfer, which corresponds to the latent
heat required to form a vapor bubble with the size of a
detaching vapor bubble, and

2. convective and diffusive heat transfer �without specifying
whether the heat is transferred to the bubble while it is
rising or if it is transferred to the liquid bulk�.

In the present model the second point equals to that part of the
heat that completely flows from the wall through the liquid into
the rising vapor bubble �phase 4�, i.e., 37% of the total heat in the
present example. Thus, no heat is transferred through the liquid
into the far field of the liquid bulk, i.e., to the upper boundary of
the single bubble subsystem, except for the heat transferred with
the bubble itself. This characteristic is not based on modeling
restrictions. Generally convective heat transport over the upper
boundary is possible. When the bubble leaves the thermal bound-
ary layer �Fig. 5�b�, last five plots� the bubble entrains an amount
of hot liquid and shifts it in higher regions �wedge-shaped iso-
therms above the bubble�. However, during the rising period this
heat is likewise used for evaporation, so that no heat reaches the
upper boundary.

As shown in Table 3 during bubble growth and detachment,
32% of the heat passes through the micro region, i.e., interface 3,
although this region is tiny compared to the size of the subsystem.

3.3 Heat Transfer Coefficients. In order to compare compu-
tational to experimental results, the mean heat transfer coefficient
for a propane/n-butane mixture �p*=0.2, Tout−Tsat=8.7 K, xL,1
=0.245� is calculated according to Eqs. �1� and �2�. It amounts to
2190 W/m2K. Comparing this value to the measured heat transfer
coefficient of Bednar and Bier �35�, which amounts to
2490 W/m2 K, in the present example the deviation between ex-
perimental and numerical values is less than 12%, if the error of
the measured data �in the range of ±10%� is not considered. The
reason that the calculated heat transfer coefficient is lower than
the measured one might be that the single bubble model does not
yet account for convection and flow effects around tubes induced
by other rising bubbles and natural convection. This explanation is
strengthened by a study of the influence of convection on nucleate
boiling heat transfer of pure substances around horizontal tubes
�36� using the micro region model.

Compared to the preceding model of Kern and Stephan �10� the
computed heat transfer coefficients are somewhat higher and thus
closer to the experimental data. Nevertheless, it is very difficult to
compare the results of both models due to the reason that the
preceding model only considered the bubble growth without de-
parture and subsequent rising �waiting time�. Additionally, there is
a variation concerning the arrangement of interface 7, i.e., the
upper boundary of the bubble cell. Whereas in the old model this
interface assigns the top of the temperature boundary layer, in the
new one this interface is explicitly located in the saturated bulk
liquid, i.e., far from the thermal boundary layer. So the average
heat flow over this interface turns from approximately 20% of the
average input heat flow in the preceding model to nearly 0% in the
present model. The heat input through interface 1 is also not com-
parable due to the reason that the new model calculates — com-
pared to the old one — twice the time for an overall bubble cycle
and only half the time for the growing part �phases 1 and 2�.
Therefore, the heat flow �calculated by the actual model� over
interface 1 is always smaller and the heat flow over interface 5 or
6 is mostly higher compared to the results of the preceding model.

4 Summary and Conclusions
A new model is introduced to compute nucleate boiling heat

and mass transfer. Fully transient heat and fluid flow is modeled
with a free surface of the rising bubble and a periodic calculation
of the whole cycle of a growing, detaching, and rising bubble
including waiting time between two successive bubbles. To verify
the model, computed heat transfer coefficients are compared with
measured heat transfer coefficients from the literature. Good
agreement is found. To evaluate the influence of transient heat
conduction, heat storage, and convection in liquid and wall on
overall heat transfer, heat flow through different interfaces of the
single bubble subsystem is calculated. Due to the assumptions of
the model, the calculations are true for low and moderate heat
fluxes, as long as bubbles do not interact. By means of the com-
putations the following conclusions are drawn:

• If the ratio between the thickness of the thermal bound-
ary layer and the filling height is rather small �which is
the case for almost all technical applications�, the heat
supplied at the evaporator wall is almost totally trans-
ferred to the liquid-vapor interface of the bubble. The
part of the heat that is transferred over the top of the
thermal boundary layer to the bulk liquid by conduction
and convection is eventually also transferred to the vapor
bubble. Therefore, considering bubble rise is important
for a correct modeling of heat and mass transfer during
nucleate boiling.

• Heat flow to the vapor bubble can be divided into heat
transfer in micro and macro regions. In the tiny micro
region at the bubble foot heat is transferred from the wall
to the liquid-vapor interface of the bubble only by one-
dimensional heat conduction in the liquid �10�. In the
macro region heat is transferred from the wall to the
liquid-vapor interface of the bubble cap by two-
dimensional heat conduction and convection in the liq-
uid. Although the micro region is far smaller than the
macro region, in the present example 32% of the heat
passes through the micro region during bubble growth
and detachment. No heat is transferred through the ad-
sorbed liquid film underneath the bubble.

• Due to the high heat flux in the micro region during
bubble growth and departure, heat flow in the wall is
concentrated towards the micro region and therefore heat
conduction in the wall becomes two-dimensional. After
departure and during subsequent rise of the bubble, wall
heat flow to the heater surface immediately becomes
one-dimensional.

• Although the thermal inertia of the wall is rather small,
the variation of heat stored in the wall is significant as
calculated by the model. Therefore, considering heat
transfer in the wall is essential for a correct modeling of
nucleate boiling. In addition heat flow in the micro re-
gion strongly depends on the micro region wall tempera-
ture and this temperature cannot be obtained without
considering the wall.

There is no evidence of strong cooling of the wall by the in-
duced vortex behind the bubble over a certain influence area
greater than the bubble contact area.
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Nomenclature
A � area �m2�
c � specific heat capacity �J / �kg K��
g � acceleration of gravity �m/s2�
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�hlv � latent heat of evaporation �J /kg�
ṁ � mass flux �kg/s�

Nb � bubble site density �1/m2�
p � pressure �N/m2�

p* � reduced pressure �p / pc�
pc � critical pressure �N/m2�
Q̇ � heat flow �W�
q̇ � heat flux �W/m2�

q̇m � time- and area-averaged heat flux �W/m2�
R1 � radius of curvature �m�
R2 � radius of curvature �m�

r � radius �m�
T � temperature �K�

�Tiso � temperature difference of isotherms �K�
t � time �s�

tb � time period of one bubble cycle �s�
u � velocity �m/s�

xL,1 � liquid mole fraction of the more volatile
component

Greek Symbols
�m � time- and area-averaged heat transfer coeffi-

cient �W/ �m2 K��
� � coefficient of thermal expansion �1/K�
� � liquid film thickness �m�
�l � thickness of liquid layer �m�

�w � wall thickness �m�
� � coordinate normal to the wall �m�

�app � apparent contact angle �deg�
� � thermal conductivity �W/ �m K��

 � kinematic viscosity �m2/s�
� � coordinate parallel to the wall �m�
� � density �kg/m3�

� � angle �deg�

Subscripts
ads � adsorbed film

evap � evaporation
� � vertical direction

ini � initial
int � interface

l � liquid
m � mesh

mic � micro region
out � outer surface of the wall
ref � reference property in bulk
sat � saturation
sub � subsystem

w � wall
� � radial direction

1–7 � interfaces
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Spreading Characteristics and
Microscale Evaporative Heat
Transfer in an Ultrathin Film
Containing a Binary Mixture
Using image-analyzing interferometry, the thickness profile, in the range of �0 (adsorbed
thickness) ���3 �m, at the leading edge of a moving ultrathin film with phase change,
was measured for a mixture of pentane-octane and compared to that of pure pentane. An
improved data-analysis procedure was used to enhance the use of the measured thickness
profile. There were significant differences between these two systems, demonstrating the
presence of large Marangoni interfacial shear stresses with the mixture. A control volume
model was developed to evaluate the differences between the pure fluid and the mixture.
The disjoining pressure at the leading edge was found to control fluid flow in the evapo-
rating pure system. However, due to Marangoni stresses, the effect of disjoining pressure
on the mixture was found to be small at steady state for the fluxes studied. With an
upstream bulk mixture of 2% octane and 98% pentane, a shear stress due to the gradient
of the liquid-vapor interfacial surface tension resulting from distillation controlled fluid
flow in the contact line region. The average curvature of the evaporating pseudo-steady
state pure system was significantly larger (smaller length and larger apparent contact
angle at �=0.1 �m) than the isothermal value, whereas the reverse occurred for the
mixture. Using a continuum model, a comparison of numerically obtained Marangoni
stresses and local evaporative heat flux profiles between the two systems was also
made. �DOI: 10.1115/1.2349506�

Keywords: binary evaporation, contact line, disjoining pressure, evaporating meniscus,
evaporating ultra thin film, Marangoni stresses

Introduction
In many liquid-vapor systems, such as the microlayer at the

base of a bubble in boiling �1–8� and the similar meniscus in heat
pipes �9–11�, interfacial phenomena control the phase-change pro-
cess. Herein, we are concerned with the microscopic details of the
phase-change process at the leading edge of a curved liquid film
on a solid substrate �the generic meniscus� where large heat fluxes
and shear stresses occur because of the extremely small thickness
of the liquid film. These films are at the leading edge of the mi-
crolayer in boiling �2–8�. Fluid flows as a result of the pressure
gradient and the shear stress at the liquid-vapor interface due to
capillary and intermolecular forces �disjoining pressure�, which
are a function of the temperature, concentration, and film thick-
ness profiles. One of the objectives of our efforts has been to
improve the optical resolution in our experiments on the micro-
scopic details of the transport processes �e.g., �12–15��. An ex-
ample of a more macroscopic approach is the experimental study
of an evaporating meniscus formed at the exit of a capillary tube
by Pratt and Khim �16�. The details of the evaporating meniscus
have also been studied using numerical solutions to the applicable
differential equations �e.g., �2–9,11,17–21��, and control volume
models �e.g., �14,15,22��. Although numerical solutions have been
presented for mixtures �e.g., �23,24��, very little experimental data
have been obtained on the details of the phase change process in
the contact line region using a mixture �e.g., �13,16��. However,
there have been many macroscopic studies of boiling using vari-
ous experimental techniques. An example of a recent study of

nucleate boiling on a cylindrical heater in aqueous solutions,
which includes a map of the complicated conjugate problem, is
given in �25�. There is further rich literature on the fundamentals
of the physicochemical processes occurring at the contact line and
the measurement thereof. However, to save space, the extensive
literature review given on these topics in Refs. �14,22,25� will not
be repeated here.

Herein, we present data on the microscopic details of the phase
change process for a moving extended pentane-octane meniscus
where the thickness is �0���3 �m, which were obtained using
the improved techniques described in �14�. The results are based
on the changes in the thickness profile associated with phase
change. The thickness, �0, is the adsorbed, nonevaporating thick-
ness at the leading edge controlled by disjoining pressure in the
pure completely wetting case and affected by Marangoni stresses
with a mixture �contact line boundary condition�. The major result
is the comparison of the effect of the significantly different profile
data obtained for a mixture with the results obtained previously
for a pure fluid �15�. The understanding of the experimental re-
sults is enhanced theoretically using both a control volume model,
which was previously used successfully with a pure fluid �14,15�,
and a continuum model. Herein, this control volume model is
extended to include the Marangoni stress. The control volume
model demonstrates the significant effect that the second compo-
nent has on fluid flow and the relative size of the disjoining pres-
sure. We also found that the length of the control volume reached
a steady-state value for the pure system but not for the mixture.
However, we find that the use of the control volume model is
limited by the lack of data on the details of the concentration
gradient with the mixture. Therefore, additional numerical results
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from the solution of a continuum model �26� on the details of the
transport processes are included to complement the experimental
study.

Experimental Setup
The experimental system in Refs. �14,22� was complicated,

which included attaching by fusion the quartz cuvette to pyrex
tubing. Fusion is done at a high temperature �1000°C� in an un-
clean environment, and as a result, the properties of the quartz
surface may have changed due to the added impurities inside the
experimental system. To avoid such contaminants, a simple clean
quartz cuvette system was used without fusion �see Fig. 1�, which
eliminated the pressure transducer and vacuum inside the cuvette.
The evaporation process for the extremely small region studied
would not be strongly affected by the convenience of the nonva-
cuum. In Fig. 1�a�, line AB represents a square cross section of
inside dimensions 3 mm�3 mm �Fig. 1�b�� and line CD repre-
sents a rectangular cross section of inside dimensions 3 mm
�43 mm �Fig. 1�c��. The cuvette was filled partially with a work-
ing fluid inside a glove bag under an ultrafine nitrogen environ-
ment. A thermoelectric heater was attached at the top end of the
cuvette �see Fig. 1�a��. The cuvette was closed using a Teflon®
stopper at the bottom of the cuvette. Therefore, the working liquid
was in contact with a mixture of its vapor and noncondensable
gases at atmospheric pressure forming a constrained vapor bubble
�CVB�. From the perspective of microscale heat transfer, this al-

lows the contact line region to be isolated and studied more con-
veniently. We note that, without the noncondensables, the total
system is also an effective wickless heat pipe designed for micro-
gravity because of the large size with sharp corners where the
radius of curvature can become extremely small. A series of ther-
mocouples, to measure the axial temperature profile, were at-
tached along the length of the quartz cuvette. The entire cuvette
assembly was mounted on an aluminum base plate, and the base
plate was attached to a precision, three-way translation stage on
an air-buffered vibration control bench. The translation stage al-
lowed us to focus the microscope at any desired position along the
extended meniscus formed in the corners of the cuvette.

Experimental Procedure
In the experimental system, liquid from the pool at the bottom

of the cuvette rises along the corners of the cuvette due to capil-
lary and disjoining pressure forces and thereby forms a continuous
extended meniscus in the four corners of the cuvette cross section
�see Fig. 1�b��. Also, it forms extended menisci at the top end of
the cuvette �see Fig. 1�c��. To study the fluid flow and evaporation
in a binary mixture meniscus �bulk concentration of 98% pentane
and 2% octane by volume� and compare it to that of relatively
pure pentane, we used a change in the heater power input from the
isothermal �reference state� to Qin=0.076 W. The resulting move-
ment of a portion of the meniscus due to evaporation was captured
and analyzed. A comparison of the physical properties of pentane
and octane is given in Table 1. Initially, the meniscus receded
toward the corner of the cuvette �transient state�, then advanced
away from the corner. This was followed by slow advancement
�pseudo-steady state�. The reader should note that the meniscus is
not a rigid body and its dimensions change with the meniscus
movement. Therefore, the “overall” movement of the meniscus
was quantified by monitoring the distance traveled by the zeroth
dark fringe ��=0.1 �m� with respect to its position in the isother-
mal reference state. Since the thermocouples were large compared
to the microscopic region studied using the microscope, only an
estimate of the power input to the meniscus region was measured.
For the mixture, the power input per unit length of the meniscus
was PT,mixture=2.5 W/m.

In the current study, monochromatic light ��=546 nm� from a
mercury light source was used to illuminate the cuvette through
the objective of the microscope. Naturally occurring interference
fringes appeared �see Fig. 2�, which were due to the reflection of
light from the liquid-vapor and the liquid-solid interfaces. A
charged couple diode �CCD� camera with a maximum frame rate
of 30 frames per second was used to capture reflectivity images of
the receding and advancing menisci. The captured images were
digitized using a data acquisition card �DT3155—MACH Series
Frame Grabber� and analyzed as described in Refs. �14,15� to give
the film thickness. Each pixel measured the reflectivity over a
length of 0.177 �m.

Observations

Receding and Advancing Menisci and Interfacial Velocity.
Two types of liquids, pure pentane and a mixture of pentane and
octane �bulk concentration of 98% pentane and 2% octane by

Fig. 1 „a… Schematic diagram of the experimental setup, „b…
cross-sectional view „line AB in „a…… of the quartz cuvette with
inside dimensions 3 mmÃ3 mm. Gravity g is acting perpen-
dicular to the cross section, and „c… cross-sectional view „line
CD in „a…… of the quartz cuvette „inside dimensions 3 mm
Ã43 mm….

Table 1 Physical properties of pentane and octane †27,28‡

Properties @ 25°C Pentane �1� Octane �2�

Boiling point, °C 36 126
n �refractive index� 1.358 1.398
� �density�, kg/m3 621 699
� �surface tension�, N/m 0.0155 0.0211
kl �thermal conductivity�, W/mK 0.113 0.128
� �kinematic viscosity�, m2/s 3.61�10−7 7.28�10−7
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volume�, were used as the working fluids in the experimental
system. The reason for choosing a bulk composition of 98% pen-
tane and 2% octane was to study the effect of a high boiling
impurity �octane� on the wetting characteristics of a relatively
pure evaporating meniscus �pentane�. Distillation gives an inter-
facial shear stress due to a surface tension gradient, which is im-
portant in boiling. The pure pentane data are from our Ref. �15�.

For both the working fluids, a stationary isothermal meniscus
was considered as the reference state �Fig. 2�a� and I I� in Fig. 3�.
The thermoelectric heater at the top end of the cuvette was turned
on at time t=3.26 s, with a power input of Qin=0.076 W. The
power input per unit length of the meniscus region was estimated
to be 2.5 W/m. Figure 2 shows the reflectivity images of the
meniscus movement of the binary mixture captured at an axial
location, x�0, during different regimes of the evaporation cycle.
The movement of the meniscus due to evaporation, starting from
the isothermal reference state to a new steady state, was moni-
tored by observing the distance traveled �	0.1 �m� by the zeroth
dark fringe �thickness, �=0.1 �m, see Fig. 2�c�� with respect to
its position in the isothermal reference state. The sign convention
for the distance traveled is shown in Fig. 3, where a negative
distance implies the meniscus is in a region “behind” the reference
state �between I I� and the cuvette corner� and a positive distance
implies the meniscus is in a region in “front” �ahead� of the ref-
erence state �region on right side of I I��. The interfacial velocity
of the meniscus �Ui� was calculated from the change in the mea-
sured distance �	0.1 �m� between ti−1 and ti by

Ui =
�	0.1 �m�i − �	0.1 �m�i−1

ti − ti−1
�1�

The maximum relative error associated with Ui is estimated to
be ±2.6% and that with 	0.1 �m is ±1.8%. Figure 4 shows the
comparison of the profiles of the distance traveled by the pentane
and the binary mixture menisci as a function of time, and Fig. 5
shows the comparison of the interfacial velocity profiles as a func-
tion of time. Based on the distance traveled and the interfacial
velocity, the meniscus movement for both the working fluids can
be classified into different regimes. The reader should note that for
both the working fluids, i.e., pure pentane and the binary mixture,
the trend in the meniscus movement was similar and the descrip-
tion given below is mainly with reference to the binary mixture.

1. Isothermal state, 0� t�3.26 s �segment AB in Figs. 4 and
5�b� for the binary mixture meniscus and segment A1B1 in
Figs. 4 and 5�a� for the pure pentane meniscus�

During this period, the pentane and the binary mixture
menisci were stationary �	0.1 �m=0� and at isothermal con-
ditions �Qin=0�. Hence, the interfacial velocity was zero
�Ui=0�. Figure 2�a� represents the reflectivity image of the
binary mixture meniscus in the isothermal state at time t
=2.86 s.

2. Receding cycle �segment BC in Figs. 4 and 5�b� for the
binary mixture meniscus and segment B1C1 in Figs. 4 and
5�a� for the pure pentane meniscus�. At t=3.26 s, the heater
power was changed from Qin=0 to 0.076 W. Because of the
relatively large heat flux entering the system, and subsequent
evaporation, the pentane and the binary mixture menisci re-
ceded toward the corner of the quartz cuvette as shown in

Fig. 2 Reflectivity images illustrating the movement of the bi-
nary mixture meniscus due to change in the heater power: „a…
isothermal state „t=2.86 s…, „b… receding state „t=8.64 s…, „c…
advancing state „t=20.54 s…, and „d… pseudo-steady state „t
=336.1 s…. Reflectivity images were captured at an axial loca-
tion of xÉ0 „near the heater….

Fig. 3 Illustration of the meniscus movement due to change in
the heater power. I I�: Isothermal reference state, R-1: Receding
cycle, and A-1: Advancing cycle, and a schematic of the control
volume of an evaporating corner meniscus used for macro-
scopic interfacial force balance and continuum model.

Fig. 4 Comparison of profiles of the distance traveled as a
function of time of the pentane and the binary mixture menisci
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Fig. 4. The pentane meniscus attained maximum recession at
t=8.84 s, whereas the binary mixture meniscus attained
maximum recession at t=13.06 s. From Fig. 5�b�, we see
that for the time interval, 3.26� t�6.25 s, the binary mix-
ture meniscus accelerated toward the corner and for the time
interval, 6.25� t�13.06 s, the meniscus decelerated toward
the corner. For pentane �Fig. 5�a��, in the time interval
3.26� t�5.71 s, the meniscus accelerated towards the cor-
ner and in the time interval 5.71� t�8.84 s, the meniscus
decelerated towards the corner. The difference in the time
instants is due to higher volatility and purity of pentane
compared to that of the mixture. Figure 2�b� represents the
reflectivity image of the binary mixture meniscus during re-
cession at t=8.64 s.

3. Advancing cycle �segment CD in Figs. 4 and 5�b� for the
binary mixture meniscus and segment C1D1 in Figs. 4 and
5�a� for the pure pentane meniscus�. At t=13.06 s, the bi-
nary mixture meniscus stopped receding. The reader should
note that, at this time instance, the heater power was still on
at 0.076 W and the meniscus was still being evaporated.
During this cycle, the meniscus advanced slowly �or moved
away from the corner of the cuvette�. Figure 2�c� represents
the reflectivity image of the binary mixture meniscus during
advancement at t=20.54 s. For pentane, the meniscus
stopped receding at t=8.84 s, followed by slow advance-
ment similar to that of the mixture.

4. Pseudo-steady state, t
50 s �segment DF in Figs. 4 and
5�b� for the binary mixture meniscus and segment D1F1 in
Figs. 4 and 5�a� for the pure pentane meniscus�. For t

50 s, the meniscus slowly advanced with negligible ve-
locities �average velocities of the pentane and the binary
mixture menisci for this segment were 0.09 �m/s and
0.04 �m/s, respectively�. For t
408 s, the location of the
pentane meniscus surpassed the isothermal reference state,
i.e., 	0.1 �m=0 �see Fig. 4�. For pentane, the pseudo-steady-
state regime is due to an imbalance in the capillary pressure

in the thicker region and the disjoining pressure in the thin-
ner region, which results in a net force acting toward the
adsorbed film region. For the mixture �Fig. 4�, for t

132 s, the location of the meniscus has surpassed the iso-
thermal reference state. In this case, the pseudo-steady-state
regime is probably due to the Marangoni flow directed to-
ward the adsorbed film region. Figure 2�d� represents the
reflectivity image of the binary mixture meniscus at t
=366.1 s.

Data Analysis
The film-thickness profiles of the pentane and the binary mix-

ture menisci during the different regimes of evaporation were ob-
tained from the reflectivity images. A detailed description of the
determination of the meniscus thickness from the meniscus reflec-
tivity image is given in Refs. �14,15�. Figure 6 shows the com-
parison of thickness profiles of the pentane meniscus at the iso-
thermal state �t=0.07 s�, advancing state �t=10.2 s�, and pseudo-
steady state �t=163.2 s�. Figure 7 shows the comparison of
thickness profiles of the binary mixture meniscus at the isothermal
state �t=2.86 s�, receding state �t=8.64 s�, and pseudo-steady
state �t=366.1 s�. We note that �0�t=366.1 s�
�0�t=2.86 s�. The
reverse is true for the pure fluid. The significance of the time
instants and respective adsorbed film thickness values ��0� at
these instants is mentioned later.

To calculate the pressure gradient and the evaporative heat flux
existing along the length of an evaporating meniscus, we need to
determine the first ����, second ����, third ����, and fourth �����
derivatives of the thickness profiles ���y��. The thickness profile
obtained from the technique described in Ref. �14� contains noise.
Therefore, a smoothing spline function with tolerance f tol given by

Fig. 5 Comparison of interfacial velocity profiles as a function
of time of „a… the pentane meniscus and „b… the binary mixture
meniscus

Fig. 6 „a… Comparison of thickness profiles of the pentane me-
niscus at „1… isothermal state „t=0.07 s…, „2… advancing state
„t=10.2 s…, and „3… pseudo-steady state „t=163.2 s…, and „b… ex-
panded for contact line region †15‡
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f tol=a�4 was used to remove noise in the thickness profile and
derive its successive derivatives. The value of a is determined
such that the absolute error in the curve fitting is within 3% and
�� ,��� are piecewise continuous.

The curvature profiles for the thickness profiles presented in
Figs. 6 and 7 are shown in Figs. 8�a� and 8�b�, respectively. In
Fig. 8, we see that the curvature is zero in the adsorbed thin film
region �large relative distance�. For the isothermal state, the cur-
vature increased to a constant maximum value �KT� as the thick-
ness increased �or as the relative distance decreased�. Using the
values of KT and the adsorbed film thickness ��0�, we character-
ized the surface with respect to the working fluid by estimating
the retarded dispersion constant of the quartz-liquid-air/vapor sys-
tem. A detailed explanation on the determination of the retarded
dispersion constant is given in Ref. �14�. The average dispersion
constant of the system with pentane as the working fluid was
−8.71�10−28 Jm �Bavg,pentane�, and with the mixture as the work-
ing fluid was −2.22�10−28 Jm �Bavg,mixture�. The experimental
values of the retarded dispersion constants obtained for both the
systems are useful in estimating the disjoining pressure contribu-
tion to the pressure jump across the interface during the isother-
mal and nonisothermal states of the meniscus movements. As the
disjoining pressure for thicker films, �0=−Bavg/�0

4, we see that a
small error in the measured adsorbed film thickness could result in
a larger than expected value of the dispersion constant. An error in
the adsorbed film thickness could be due to �i� presence of solid
particles in the liquid and/or on the solid surface and �ii� an un-
controllable interfacial temperature jump of the order of 10−4 K
could cause changes in �0 �14�. Although further studies are
needed to quantify these effects and so achieve a better under-
standing of the value of the dispersion constant, we emphasize
that an error incorporated in the value of the dispersion constant

does not effect the conclusions given below because they depend
on the relative change of � during the nonisothermal state with
respect to the isothermal reference state.

Results and Discussion

Adsorbed Film Thickness, �0. Plots of the variation of the
adsorbed film thickness with time for both the pentane from �15�
and the binary mixture menisci are shown in Figs. 9�a� and 9�b�,
respectively. For pentane, during the isothermal state, the ad-
sorbed film thickness was constant at 52 nm �see Fig. 9�a��. Dur-
ing recession, the adsorbed film thickness decreased due to the
relatively large heat flux entering the system. During initial ad-
vancement, the adsorbed film thickness decreased further to a
minimum value of 17 nm at t=10.2 s. As the meniscus advanced
further, 10.2� t�50 s, the adsorbed film thickness increased.
During the pseudo-steady state, t
50 s, the adsorbed film thick-
ness remained nearly constant at 34 nm, which is less than the
isothermal value. This implies that the disjoining pressure
�−Bavg,pentane/�0

4� in the adsorbed film region during the pseudo-
steady state was higher than that during the isothermal state. Since
the capillary pressures ��K� in the thicker regions are nearly con-
stant and equal for the isothermal and the pseudo-steady states �as
shown in Fig. 8�a��, there is an imbalance between the disjoining
pressure in the thin film region and the capillary pressure in the
thicker region that causes fluid flow and the pentane meniscus to
advance forward during evaporation and, hence, results in the
pseudo-steady state for pure pentane meniscus.

For the mixture, during the isothermal state, the adsorbed film
thickness was constant at 37 nm �see Fig. 9�b��. During recession,
the adsorbed film thickness decreased until it reached a minimum
of 21 nm at t=8.64 s. For 8.64 s� t�50 s, the adsorbed film
thickness increased. During the pseudo-steady state, t
50 s, the
adsorbed film thickness remained nearly constant at 48 nm, which

Fig. 7 „a… Comparison of thickness profiles of the binary mix-
ture meniscus at „1… isothermal state „t=2.86 s…, „2… receding
state „t=8.64 s…, and „3… pseudo-steady state „t=366.1 s…, and
„b… expanded for contact line region

Fig. 8 Comparison of curvature profiles of „a… the pentane me-
niscus and „b… the binary mixture meniscus
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is larger than the value obtained for the isothermal system. This
implies that the disjoining pressure �−Bavg,mixture /�0

4� in the ad-
sorbed film region during the pseudo-steady state was lower than
that during the isothermal state. However, as the working fluid is
a mixture, existence of surface tension gradients at the interface
due to distillation would result in Marangoni flow toward the thin
film region. Because of Marangoni flow, the mixture meniscus
advances forward, and hence, the observed results in pseudo-
steady state for the binary mixture meniscus.

Slope Angle at 0.1 �m, �0.1 �m. Slope angle of a liquid on a
solid surface is an indication of the wetting characteristics of the
fluid over the solid surface. For a completely wetting system,
slope angles are quite often measured at a thickness of 0.1 �m �or
the zeroth dark fringe in the interference pattern; see Fig. 2�c��. A
zero slope angle of a liquid on a solid surface ��0.1 �m=0� implies
the liquid completely wets the solid surface. In the current experi-
mental system, the shape of the corner meniscus gives a finite
value to the apparent contact angle at �=0.1 �m. Plots of the
variation of slope angle profiles of the pentane and the binary
mixture menisci with the evaporation cycles are shown in Figs.
10�a� and 10�b�, respectively. For pentane, due to increased cur-
vature, the average slope angle during the pseudo-steady state is
higher than that during the isothermal state. For the mixture, the
average slope angle during the pseudo-steady state is lower than
that during the isothermal state. From Fig. 10, we find that a
mixture of pentane and octane spreads over the quartz surface
better than pure pentane upon evaporation. This difference in the
behavior between the pure system and the mixture is attributed to
Marangoni stresses existing at the interface of the mixture.

Curvature Profiles. The curvature profiles for the nonisother-
mal states were different from the isothermal states. Herein, we
observed a maximum in the curvature �Kmax� in the transition
region ��0���0.1 �m�. For pentane �see Fig. 8�a��, the maxi-
mum curvature was highest for the film thickness profile with
lowest adsorbed film thickness ��0=17 nm; advancing state; t
=10.2 s�. As shown in Fig. 11�a�, the maximum curvature de-
creased as the meniscus advanced. During the pseudo-steady state,
t
50 s, the maximum curvature remained constant at
23,801 m−1, which is higher than the maximum curvature during
the isothermal state �7383 m−1�. As discussed in �7,9,13,14�, this
curvature gradient causes the liquid to flow toward the thinner
region. The curvature then decreases as disjoining pressure be-
comes more important with a decrease in thickness.

For the mixture �see Fig. 8�b��, the maximum curvature was
highest for the film thickness profile with lowest adsorbed film
thickness ��0=21 nm; receding state; t=8.64 s�. As shown in Fig.
11�b�, the maximum curvature decreased as the meniscus ad-
vanced. During the pseudo-steady state, the maximum curvature
remained constant at 7018 m−1, which is slightly less than the
maximum curvature �7839 m−1� during the isothermal state
�Kmax,iso=7839 m−1�. The difference in the trends for the adsorbed
film thickness, slope angle at 0.1 �m, and maximum curvature
between the pure pentane and the mixture indicate that Marangoni
stresses at the interface govern the fluid flow and spreading char-
acteristics of an evaporating binary mixture. As described next, to
estimate the Marangoni stresses at the interface of the binary mix-
ture, we need to obtain the temperature and the composition gra-
dient along the meniscus length, using the experimental thickness

Fig. 9 Comparison of adsorbed film-thickness profiles as a
function of time of „a… the pentane meniscus and „b… the binary
mixture meniscus. iso represents isothermal meniscus, min
represents minimum, and avg represents an average value
over the pseudo-steady-state regime

Fig. 10 Comparison of profiles of the slope angle at �
=0.1 �m as a function of time of „a… the pentane meniscus and
„b… the binary mixture meniscus
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and curvature profiles presented herein, from the numerical solu-
tions of the differential equations governing the transport pro-
cesses.

Continuum Model. A continuum model based on the theoret-
ical formulation discussed in Refs. �23,26� was used to describe
the isothermal and nonisothermal �pseudo-steady� states of the
liquid meniscus �pentane and binary mixture�. Using this model,
we could obtain the numerical solution for � �surface tension�, Ti
�interfacial temperature�,  �mass flow rate per unit width�, and q�
�local evaporative heat flux� as a function of the meniscus length.
The model uses the experimental values of thickness ���, slope
����, curvature �K�, curvature gradient �K�� and wall temperature
�Tw�. However, the unknown value of the composition �x1�L�� of
the binary mixture at the contact line is an adjustable parameter.

Equation �2� from Ref. �26� relates the mass flow rate per unit
width �� of an evaporating meniscus in terms of the surface
tension gradient, �� �Term I: A-D�, the curvature gradient K�
�Term II: E and F�, and the disjoining pressure �Term III: G and
H�.

�2�

The parameter � �or the slip coefficient� is related to the slip at
the solid-liquid interface, which arises due to the existence of the
interfacial surface energy gradient and the pressure gradient. The
interfacial surface energy gradient is due to the variations in the
interfacial temperature �Ti� and the concentration of pentane �x1�
for the binary mixture meniscus, and due to the variation in the
interfacial temperature for the pure pentane meniscus. In Eq. �2�,
� is the kinematic viscosity of the working liquid. As described in
Refs. �23,26�, we could obtain the numerical solution of  for the
evaporating pentane and binary mixture menisci during the
nonisothermal �pseudo-steady� state and the result for x1�L�
=0.94 is shown in Fig. 12. A discussion of the effect of x1�L� is
given in Ref. �26�. Figures 12�a� and 12�b� show the comparison
of various terms in Eq. �2� for the evaporating pentane and the
binary mixture menisci, respectively. For pure pentane, terms A,
D, F, and H and for the binary mixture, terms A, D, E, and F are
significant and contribute to the fluid flow. A positive value of
these terms is favorable for fluid flow toward the adsorbed film
region. By definition, we see that the sign of these terms depend
on the sign of ��, K�, and ��. For a completely wetting meniscus
�i.e., pentane and mixture of pentane and octane on the quartz
surface�, �� is negative. Hence the contribution of the disjoining
pressure terms, represented by G and H in Eq. �2�, is positive for
both the menisci and favorable for fluid flow toward the adsorbed
film region. However, for the binary mixture, both G and H are
insignificant due to higher values of �0 and lower values of ��
compared to the pentane meniscus.

The liquid flow rate contribution from terms E and F depends
on the sign of K�. For the pentane and the binary mixture menisci,
K� is negative in the transition region. For the pentane meniscus,
K� is significantly negative due to the large increase in the curva-
ture because of evaporation �Fig. 8�a��. However, for the binary
mixture meniscus, the negative value of K� in the transition region

is insignificant due to Marangoni flow.
Terms A and D depend mainly on the sign of the surface tension

gradient, ��. A positive �� assists and a negative �� hinders fluid
flow towards the adsorbed film region. Figure 13�a� shows the
comparison of �� of the pentane and the binary mixture menisci
as a function of meniscus length during the nonisothermal
�pseudo-steady� state. For pentane, �� is relatively more negative
in the transition region �large y� and is almost zero in the thicker
meniscus region �small y�, whereas, for the binary mixture, �� is
positive for the majority of the meniscus length except for a small
portion in the thicker meniscus region. The differences in the ��
profiles between the two fluids are due to the temperature gradient
and the concentration gradient along the interface. For pentane,
Marangoni stresses ���� depend on the interfacial temperature
alone and �� is negative in the transition region. For the mixture,
Marangoni stresses depend on both the interface temperature and
the concentration gradients. The concentration of pentane along
the meniscus �mole fraction, x1� is shown in Fig. 13�b�. In Fig.
13�b�, we see that, for the binary mixture, as we go toward the
thicker meniscus region, the concentration of pentane increased
relative to the thin film region. As a result, the surface tension due
to the concentration gradient, in the adsorbed film region was
higher than in the thicker meniscus region, whereas, the surface
tension, due to the interfacial temperature gradient, in the ad-
sorbed film region was lower than in the thicker meniscus region.
However, the net surface tension gradient is positive. Hence, for
the mixture, Marangoni stresses ���� assist the fluid flow and for
pentane, Marangoni stresses hinder the fluid flow.

The local evaporative heat flux of an evaporating meniscus can
be obtained using

Fig. 11 Comparison of the maximum curvature profiles as a
function of time of „a… the pentane meniscus and „b… the binary
mixture meniscus
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q� = − hfg
d

dy
�3�

A comparison of the local evaporative heat flux profiles, for
isothermal and nonisothermal states of the pentane and the binary
mixture menisci is shown in Fig. 14. For the “isothermal” state,
we see that the evaporative heat flux is insignificant with slight
phase change compared to the nonisothermal state. This small flux
is either a measure of numerical error or due to a small tempera-
ture variation. For the nonisothermal profiles, we see a maximum
in the evaporative heat flux near the transition region. For the
pentane meniscus, the maximum in the evaporative heat flux
�qmax,pentane� =4.21�105 W/m2� occurs at a thickness of 56 nm,
which is close to the adsorbed film region. In the case of a mix-
ture, the maximum in the evaporative heat flux �qmax,mixture�
=1.83�105 W/m2� occurs at a thickness of 0.16 �m. However,
for the binary mixture meniscus, due to favorable Marangoni
stresses at the liquid-vapor interface, the region of maximum
evaporation �or the transition region� has expanded with an in-
crease in the average value of q� �qavg.,pentane� =5.18�104 W/m2

and qavg.,mixture� =9.11�104 W/m2�. We find that the evaporative
heat flux of pure pentane can be improved by adding octane in
small quantities. The complementary change in the temperature is
discussed in Ref. �26�.

Control Volume Model. The following force balance for the
control volume of an oscillating pentane-octane film that includes
the Marangoni stresses is an extension of previous work for a pure
fluid �14�. Figure 3 illustrates the macroscopic interfacial force

balance that relates viscous losses to interfacial forces and the
local apparent contact angle in an evaporating meniscus for the
control volume between �0 and �r. Because of the extremely small
momentum of the system, we can assume that the sum of the
forces acting on the interfaces of the control volume is balanced.
Using a uniform vertical thickness for the control volume equal to

Fig. 12 Comparison of various terms in Eq. „2… †A: 1.5�2�� /3�,
D: 3���� /3�, E: ��3K� /3�, F: 3��2�K� /3�, and H: −12�„−Bavg…

Ã�� /3��3
‡ for the mass flow rate equation for „a… the pentane

and „b… the binary mixture menisci during nonisothermal
„pseudo-steady… state for the adsorbed film region concentra-
tion, x1„L…=0.94

Fig. 13 „a… d� /dy and „b… mole fraction of pentane „x1… as a
function of meniscus length for the pentane „P… and the binary
mixture „M… menisci during nonisothermal „pseudo-steady…
state. x1 and �� profiles for the binary mixture meniscus in
nonisothermal state were evaluated for the adsorbed film re-
gion concentration, x1„L…=0.94

Fig. 14 Comparison of evaporative heat flux „q�… profiles of
the pentane „P… and the binary mixture „M… menisci in isother-
mal and nonisothermal „pseudo-steady… states. The evapora-
tive heat flux for the binary mixture meniscus in nonisothermal
state was evaluated for the adsorbed film region concentration,
x1„L…=0.94
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�r, the cause of the liquid-vapor interfacial stress is included in the
difference in the surface tensions at the ends of the control vol-
ume. Using the augmented Young-Laplace equation for the inter-
facial pressure jump, the horizontal component of the interfacial
force balance between �r �measured at �r=0.1 �m�, and the flat
liquid film on the quartz surface �at �0� is

�lv,r cos �r + �ls,r + ��lv,rKr + �r��r

= �0L0 + �lv,0 + �ls,0 + ��lv,0K0 + �0��0 �4�

Where �0 is the average shear stress that the solid exerts on the
fluid over the length L0. The product �0L0 represents a shear force
per unit contact line length perpendicular to L0 and is assumed to
be positive toward the adsorbed thin film. �0 is the disjoining
pressure at �0 and �r is the value of the apparent contact angle at
a reference point r in the thicker meniscus region. The sum
��0�0+�lv,0K0�0� represents the “suction” at �0 due to interfacial
forces. The disjoining pressure or free energy per unit volume, �0,
represents the force per unit area at the contact line and is positive
for a completely wetting fluid. The value of the apparent contact
angle is a function of the location because of the curvature, K. To
overcome the difficulty of measuring the disjoining pressure at the
thicker end of the control volume, the film thickness, �r, is taken
where the disjoining pressure, �r, is negligible.

Assuming that �lv,0=�lv,r+��lv ;�ls,0=�ls,r+��ls, and dividing
by �lv,r Eq. �4� becomes

�0L0

�lv,r
= −

�0�0

�lv,r
+ Kr�r + cos �r − 1 − ���ls

�lv,r
+

��lv

�lv,r
� �5�

Using �ML0=��lv+��ls to model the Marangoni shear stress
over the control volume width, L0, gives

�0L0

�lv,r
= −

�0�0

�lv,r
−

�ML0

�lv,r
+ �Kr�r + cos �r − 1� �6�

In both the study of the pure system and the current study, we
found experimentally that the group in the bracket at the end of
Eq. �6� was small for the fluxes used. Therefore,

�0L0

�lv,r
� − ��0�0

�lv,r
+

�ML0

�lv,r
� �7�

Also, we found in Refs. �14,15� and Fig. 12�a� that the first
term on the right-hand side of Eq. �7� �disjoining pressure� con-
trolled the process for pure pentane. For the mixture, the results in
Fig. 12�b� and Fig. 15 demonstrate experimentally that the dis-
joining pressure effect is considerably less than that in the pure
fluid system because of the difference in the change in the values
of the adsorbed film thickness �see Fig. 9�. In Fig. 15, �0,t repre-
sents the disjoining pressure in the adsorbed film region at t and
�0,0 represents the disjoining pressure in the adsorbed film region
during the isothermal state. We note that the disjoining pressure is

inversely proportional to the adsorbed film thickness raised to a
power of 3 or 4. Herein, as �0 is relatively large, the use of the
power 4 and the retarded dispersion constant is required.

Using Fig. 13�a� and ignoring the surface tension stresses at the
solid-liquid interface, we can obtain a rough estimate for �M using
Eq. �8�

�M =
1

L	0

L

��dy �8�

In Eq. �8�, the numerical integration of �� is carried over the
entire meniscus length L. Using Eq. �8�, we find �M
=1.989 N/m2 for the binary mixture meniscus and �M
=0.148 N/m2 for the pure pentane meniscus. The Marangoni
stresses for the binary mixture are an order of magnitude higher
than for pure pentane. Therefore, we demonstrate that fluid flow
with the mixture is caused primarily by a substantial increase in
the Marangoni shear stress, �M
0, due to evaporation of the com-
ponent with the higher vapor pressure �lower surface tension�. In
the limit of ��0, �0=−�M

A Marangoni shear stress, �M
0 implies a higher surface ten-
sion in the adsorbed film region compared to the reference state in
the thicker meniscus region. If the resulting mass flow rate of
liquid toward the adsorbed film region for the mixture due to
distillation �surface tension gradient� is not balanced by evapora-
tion, the length of the binary mixture meniscus should change
with evaporation during the pseudo-steady-state regime as pre-
sented in Fig. 4.

Conclusions

1. There were significant differences between the two systems
demonstrating the presence of Marangoni shear stresses in
the mixture at the liquid-vapor interface.

2. The disjoining pressure at the leading edge controlled the
evaporating pure system, whereas its effect on the mixture
was small for the fluxes studied.

3. The Marangoni shear stresses due to the gradient of the
liquid-vapor interfacial surface tension resulting from distil-
lation controlled fluid flow in the contact line region.

4. The average curvature of the evaporating pseudo-steady-
state pure system was significantly larger �smaller length�
than the isothermal value, whereas the reverse occurred for
the mixture.

5. A maximum in the mass flux and evaporative heat flux was
observed for both the menisci in the transition region, where
the resistance for phase change due to the liquid thickness
and intermolecular interactions are smaller.

6. A comparison of heat flux profiles between the pure pentane
and the binary mixture menisci showed that, for the binary
mixture, the region of maximum evaporation expanded giv-
ing an increase in the overall heat flux compared to that of
pure pentane due to favorable Marangoni stresses for the
mixture.

Acknowledgment
This material is based on the work supported by the National

Aeronautics and Space Administration under Grant No.
NNC05GA27G. Any opinions, findings, and conclusions or rec-
ommendations expressed in this publication are those of the au-
thors and do not necessarily reflect the view of NASA.

Nomenclature
Bavg � average dispersion constant �Jm�
f tol � smoothing spline tolerance function
K � curvature �m−1�
L � meniscus length �m�

L0 � control volume length �m�
Pl � liquid pressure �N/m2�

Fig. 15 Comparison of �0,t /�0,0 between the pentane and the
binary mixture menisci
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PT,mixture � power input per unit length of the meniscus
�W/m�

q� � local evaporative heat flux �W/m2�
Qin � heat input �W�

t � time �s�
Ui � interfacial velocity �m/s�
x � axial location �mm�
y � relative distance ��m�
z � axis perpendicular to y �along the thickness�

Greek Symbols
� � slip coefficient �m�
� � film thickness ��m�

�0 � adsorbed thin film thickness �nm�
� � difference
 � mass flow rate per unit width of the meniscus

�kg/m s�
� � Wavelength �nm�
� � kinematic viscosity �m2/s�

� � disjoining pressure �N/m2�
	0.1 �m � distance traveled by the meniscus ��m�

� � surface tension of the liquid �N/m�
�r � apparent contact angle �tangent angle� at �

=0.1 �m �deg�
�0 � average shear stress �N/m2�

�M � Marangoni shear stress �N/m2�

Subscripts
avg � average

i � ith instant
iso � isothermal reference state

ls � liquid-solid interface
lv � liquid-vapor interface
M � Marangoni stresses

max � maximum
min � minimum

mixture � the binary mixture
pentane � pentane

r � reference state
T � thicker portion
x � axial distance �mm�
v � vapor
0 � adsorbed film region

0,0 � adsorbed film region at t=0
0, t � adsorbed film region at t

Superscript
� � derivative with respect to length of the menis-

cus �y�
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Disjoining Pressure Effects in
Ultra-Thin Liquid Films in
Micropassages—Comparison of
Thermodynamic Theory With
Predictions of Molecular
Dynamics Simulations
The concept of disjoining pressure, developed from thermodynamic and hydrodynamic
analysis, has been widely used as a means of modeling the liquid-solid molecular force
interactions in an ultra-thin liquid film on a solid surface. In particular, this approach
has been extensively used in models of thin film transport in passages in micro evapora-
tors and micro heat pipes. In this investigation, hybrid �PT molecular dynamics (MD)
simulations were used to predict the pressure field and film thermophysics for an argon
film on a metal surface. The results of the simulations are compared with predictions of
the classic thermodynamic disjoining pressure model and the Born-Green-Yvon (BGY)
equation. The thermodynamic model provides only a prediction of the relation between
vapor pressure and film thickness for a specified temperature. The MD simulations pro-
vide a detailed prediction of the density and pressure variation in the liquid film, as well
as a prediction of the variation of the equilibrium vapor pressure variation with tempera-
ture and film thickness. Comparisons indicate that the predicted variations of vapor
pressure with thickness for the three models are in close agreement. In addition, the
density profile layering predicted by the MD simulations is in qualitative agreement with
BGY results, however the exact density profile is dependent upon simulation parameters.
Furthermore, the disjoining pressure effect predicted by MD simulations is strongly in-
fluenced by the allowable propagation time of injected molecules through the vapor
region in the simulation domain. A modified thermodynamic model is developed that
suggests that presence of a wall-affected layer tends to enhance the reduction of the
equilibrium vapor pressure. However, the MD simulation results imply that presence of a
wall layer has little effect on the vapor pressure. Implications of the MD simulation
predictions for thin film transport in micro evaporators and heat pipes are also discussed.
�DOI: 10.1115/1.2349504�

Keywords: thin film, wall effects, disjoining pressure, molecular dynamics, vapor
pressure

Introduction
The concept of disjoining pressure has become a well-

established formalism for treating the effect of wall-fluid force
interaction in thin liquid films �1�. A typical situation of interest is
shown in Fig. 1. This figure shows a cross section of a passage
carrying a stratified flow of liquid and vapor flow. A deeper central
portion of the passage �location A� carries most of the liquid while
the lateral portions �location B� carry a thin liquid film flow with
film thickness � f. Since most of the interface is flat and separates
the deeper liquid flow from the vapor, at equilibrium we expect
that

Pve = Pl0 �1�

where Pl0 is the liquid pressure at the interface in the absence of
wall attractive forces and Pve is the vapor pressure.

In the thin liquid film at location B, the pressure in the liquid
film is altered by force interactions between liquid molecules and
atoms or molecules in the solid. Although Israelachvili �1� pro-
vides the general disjoining pressure relation for a film of speci-
fied thickness, we derive the same relation here using the potential
energy due to the forces that the solid wall molecules exert on
each fluid molecule. To determine the resulting pressure variation
in the film, we considered the system shown in Fig. 2. Fluid and
metallic solid interactions are modeled with a Lennard-Jones in-
teraction potential having the form

� fs�r� = −
C�,fs

r6 �1 −
Dm

6

r6 � �2�

We further assume that a similar form, with different constants,
models the long-range attraction between a pair of two fluid mol-
ecules.

� f f�r� = −
C�,f f

r6 �1 −
Df

6

r6 � �3�

In the liquid and solid phases of interest here, the interactions
between pairs of molecules are treated as independent and addi-
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tive. Dm is the closest approach distance of fluid to solid mol-
ecules, and Df is the closest approach distance of two fluid mol-
ecules. Dm and Df are on the order of mean diameters for the
molecular species involved. To get the total effect of all the solid
metallic molecules on a given free fluid molecule, we integrate the
product of the density and molecular potential to sum the contri-
butions of all the solid molecules. It follows that the mean-field
potential energy felt by the free fluid molecule due to interactions
with all the metallic solid molecules is

� fmf =�
zs=z

� �
x=0

�

�s� fs�2�x� dx dzs �4�

Substituting the relation �2� above for the molecular potential,
substituting x2+z2 for r2, and integrating yields

� fmf = −
��sC�,fs

6z3 +
��sC�,fsDm

6

45z9 �5�

For convenience, we reorganize the relation above in terms of a
modified Hamaker constant Als defined as

Als = �2� f�sC�,fs �6�

Using these definitions converts Eq. �5� to the form

� fmf =
Als

6�� fDm
3 � 2

15
�Dm

z
�9

− �Dm

z
�3	 �7�

This potential is equivalent to a body force that produces a hydro-
static variation of pressure similar to that produced by gravity. We
determine the pressure field by using the wall potential to deter-
mine the body force in the Navier-Stokes equations with no ve-
locity terms,

0 = −
1

�� fM/NA�
� P + f fs �8�

In the above equation, f fs is the force per unit mass on the fluid
system. The force exerted on a single molecule by the entire wall
is given by

F fs = − �� fmf =
Als

2�� fDm
4 �2

5
�Dm

z
�10

− �Dm

z
�4	z �9�

where z is the unit vector in the z direction, and the corresponding
force per unit mass is

f fs =
NAF fs

M
=

NAAls

2�M� fDm
4 �2

5
�Dm

z
�10

− �Dm

z
�4	z �10�

The force per unit mass specified by Eq. �10� is substituted into
Eq. �8�, and since the force only acts in the z direction, the relation
simplifies to

dP

dz
=

Als

2�Dm
4 �2

5
�Dm

z
�10

− �Dm

z
�4	 �11�

Integrating both sides of Eq. �11� from a position z to �, and
taking the pressure at � to be Pl0, the resultant expression for the
pressure profile close to the wall is

P�z� = Pl0 −
Als

6�Dm
3 � 2

15
�Dm

z
�9

− �Dm

z
�3	 �12�

Because Dm is on the order of a molecular diameter, and we are
interested in z values larger than that, the z−9 term in Eq. �12� may
be neglected. The relation for the pressure profile then simplifies
to

P�z� = Pl0 +
Als

6�z3 �13�

In the thin liquid film at location B in Fig. 1, we therefore expect
the pressure to vary with distance from the lower wall according
to Eq. �13�. It follows that at the interface �z=� f�, the pressure in
the liquid Pl,i must be

Pl,i = P�� f� = Pl0 +
Als

6�� f
3 �14�

Combining Eqs. �1� and �14� and solving for Pve−Pl,i yields

Pve − Pl,i = −
Als

6�� f
3 �15�

The amount by which Pve differs from Pl,i is the disjoining pres-
sure Pd

Pd = −
Als

6�� f
3 �16�

Thus, for the circumstances depicted in Fig. 1, the pressure dif-
ference across the interface is equal to the disjoining pressure,
which increases rapidly in magnitude as the film grows thinner.
The result provided by Eq. �16� is also given in many texts �e.g.,
�1��.

The alteration of the equilibrium vapor pressure and liquid
pressure in the film associated with disjoining pressure effects has
been shown to alter the thermodynamic equilibrium conditions at
the liquid-vapor interface of thin liquid films. The resulting shift

Fig. 1 Cross section of a micropassage containing thin liquid
films

Fig. 2 Schematic used for derivation of disjoining pressure
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in the vapor-pressure versus temperature relation must be taken
into account when modeling thin film evaporation or condensation
processes in micropassages of micro heat pipes and micro
capillary-pumped loops. Consequently, the effects of disjoining
pressure have been explored in a variety of circumstances typi-
cally encountered in these types of applications �2–13�. While the
concept of disjoining pressure provides a framework for analyzing
the effects of wall-fluid attractive forces, it ignores many of the
detailed features of the liquid film. In the work summarized here,
molecular dynamics simulations were used to explore the detailed
features of the structure and thermophysics of thin liquid films on
a solid surface. The predicted film features and equilibrium vapor
pressure were examined for films of varying thickness and the
results were compared to predictions of the conventional disjoin-
ing pressure treatment. These comparisons are described in the
following sections of this paper.

MD Simulation of Thin Liquid Films
As a means of assessing the validity of the pressure profile

predicted by our thermodynamic model, we also modeled the mo-
lecular level behavior of liquid argon near a solid gold �metallic�
wall using a classical molecular dynamics �MD� simulation. The
hybrid molecular dynamics simulation technique used here com-
bines traditional NVE-type MD simulation techniques with a sto-
chastic boundary condition used for the equilibration of pressure.
Several aspects of the methodology presented here have been pre-
viously described �14�. However, some adjustments have been
made in this study to obtain as accurate a value of saturation
pressure as possible. This methodology allows for the implemen-
tation of monatomic fluids that interact via the well-known
Lennard-Jones 6-12 potential,

�LJ�r� = 4�LJ��	LJ

r
�12

− �	LJ

r
�6	 �17�

where 	LJ and �LJ are the Lennard-Jones length and energy pa-
rameters, respectively, and r is the distance between two mol-
ecules. For this methodology, the particles are initialized in either
a face-centered-cubic �fcc� lattice or in a cubic lattice whose den-
sities matched the values for bulk phases at the desired equilib-
rium temperature �the cubic lattice is used in lieu of the standard
fcc lattice for placement of individual layers of molecules for
modeling ultra-thin films�. The molecules are also initialized with
velocities matching the Boltzmann distribution for a low initial
temperature �Tr=T /Tc=0.1� using the Box-Mueller algorithm
�15�. The system equilibrates by raising the system temperature
from the initially low value to the desired equilibrium temperature
via velocity rescaling such that the system kinetic energy adheres
to the relation

1

2
m


i=1

N

ci
2 =

3

2
NkBT �18�

This rescaling is executed for 30,000 steps, and then the system
was allowed to equilibrate with the rescaling turned off for an
additional 20,000 steps. Upon equilibration, the simulation do-
main is evenly divided into 100 bins along the z axis for collection
of mean density values during subsequent time steps.

The hybrid MD simulation domain utilized in this study, de-
picted in Fig. 3, features three types of boundaries: periodic, wall,
and flux. Periodic boundaries exist at all four boundaries in the x
and y directions. The z 
 0 boundary represents the solid surface
and features a wall potential, � fmf, which binds the liquid film to
a semi-infinite metal solid. The wall potential �7� was used here
with the constant values

Als = 1.01 � 10−19 J �19a�

Dm = 0.304 nm �19b�

� f = 2.08 � 1028 m−3 �19c�

which are appropriate for argon on a metal surface. Note that this
9-3 version of the wall potential �7� is slightly different than the
10-4 model given by Toxvaerd �16� for an fcc Lennard-Jones solid
lattice. However, a 9-3 potential has been previously used in some
studies of Lennard-Jones molecules interacting with a surface
�e.g., �17,18��.

A flux boundary at z=L is used to adjust the system pressure to
an equilibrium value. For an ideal gas, the flux J �in molecules/
m2s� is related to the system pressure P and temperature T by the
kinetic theory relation �19�

J =� kBT

2�m
� P

kBT
� �20�

where m is the molecular mass of the injected species. Note that
the flux boundary borders on the vapor region of the simulation
domain as shown in Fig. 3, allowing for the ideal gas approxima-
tion in the derivation of Eq. �20�. The concept behind the flux
condition is similar to that provided by an Andersen thermostat
�20�, where system molecules randomly collide with a fictitious
surrounding infinite heat bath to maintain a constant system tem-
perature. In the hybrid simulation, the flux boundary separates the
simulation domain from an infinite vapor bath, and the flux sup-
plied by Eq. �20� represents an equilibrium value for the vapor
bath of specified temperature and pressure. Frenkel and Smit dis-
cuss this concept further for a Monte Carlo simulation �21�. The
treatment of the vapor as an ideal gas is not completely accurate
for a vapor at saturation. However, we adopt this idealization here
since it is a good approximation at low vapor densities, and it is
consistent with idealizations made in formulation of conventional
disjoining pressure, as discussed in the next section.

The flux boundary acts to inject a molecule stochastically into
the simulation domain at a desired interval. During the initial
50,000 steps of the simulation, the boundary acts to preserve
mass, hence when a molecule leaves the z=L boundary, another
molecule is injected directly into the simulation domain through
that same boundary. After the kinetic energy equilibration period,
molecules are injected corresponding to a desired pressure using
Eq. �20�. When a molecule is injected, the position of the mol-
ecule is chosen randomly on the flux boundary plane. The x and y
velocities adhere to the Boltzmann distribution for a bulk gas,
while the z velocity is sampled from the distribution �22�

f�vz�dvz =
mvz

kBT
e−mvz

2/2kBTdvz �21�

where f�vz� represents the fraction of molecules of a large sample
with z-velocity components between vz and vz+dvz. Sampling of
the x- and y-velocity distributions is performed via the Box-
Mueller algorithm �15�, while the z velocity is sampled using the
relation

Fig. 3 MD simulation domain
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vz,i = −�− log �R��2kBT

m
� �22�

where R is a random number between 0 and 1.
The system is equilibrated by adjusting the input flux every

50,000 time steps to force the loss of molecules from the simula-
tion domain to match the gain from the flux boundary. The adjust-
ment is performed by determining the net outflux of molecules per
time step over the 50,000-step period by applying a fit curve to the
system molecule count variation with time. Unlike previous work
�14�, however, the injected flux value was adjusted via the equa-
tion

Jnew =
1

2
�Jold − Jslope� �23�

where Jnew is the updated flux, Jold is the previous flux, and Jslope
is the average net influx of molecules over the previous 50,000
steps determined using the fit curve, and the factor of one-half was
used to prevent overshoot.

For this study, a simulation of argon molecules was used, where
values of 	LJ and �LJ were taken to be 0.34 nm and 1.67
�10−21 J ��LJ /kB=121 K�, respectively. Both the forces and in-
termolecular potentials were smoothly truncated at the cutoff ra-
dius of 5.0	LJ using standard truncation algorithms for short-
ranged forces �23�. The time step used in the simulations was 5 fs,
and the configuration was updated at each step by the velocity
Verlet algorithm �23�. The initial liquid film lattice consisted of
cZ�6�6 primitive fcc cells, where cZ is the number of cells in
the z direction. The initial vapor lattice size depended on the sys-
tem temperature.

A typical average mass density profile through the simulation
domain is shown in Fig. 4. The attraction of the wall potential
causes an ordering of molecules in the wall-affected region of the
liquid that results in peaks in the density profile. These peaks
rapidly diminish where the wall potential becomes repulsive �z
� �2/5�1/6Dm�. A similar wall-region profile for argon was exhib-
ited in the MD simulation of Liu �24�, and in the application of the
Born-Green-Yvon equation for argon on graphite �18� and for bi-
nary Lennard-Jones fluids on a surface �25�, although these com-
parisons are qualitative and are strongly dependent upon the pa-
rameters used in the wall potential �18�. At a value of
approximately 2.0 nm from the wall, the density profile becomes
approximately uniform, suggesting the transition to a bulk liquid
region. At 4.2 nm from the wall the rapid decrease in the density
profile suggests an interfacial region, while beyond 5.3 nm the
uniform low density profile indicates a bulk vapor region. Values
of the bulk liquid density as a function of temperature compared
well with ASHRAE recommended values �26�.

Once the equilibrium flux at the z=L boundary was found, the
value of pressure was determined from Eq. �20�. Figure 5 shows
the mean pressure values derived from the hybrid MD method for
a thick argon film �� f 15 nm� compared to values given by
ASHRAE tables �26� as a function of the departure from the criti-
cal point, 1-Tr. Also shown in Fig. 5 are the thick film values from
argon simulations by Dunikov et al. �27� for a cutoff of 3.5	LJ and
values taken from vapor phase equilibria MD simulations by Lotfi
et al. using the NPT plus test particle method �28�; the cited data
were adjusted using the values of 	LJ and �LJ for this study. The
figure depicts that, for thick films, the predicted vapor pressure
variation for our hybrid model is comparable to the ASHRAE data
and results of other MD simulations, regardless of the inhomoge-
neity of the fluid.

For any equilibrium saturation pressure value shown in Fig. 5,
the resultant local pressure profile can be determined from MD
simulations using the modified virial calculation by Weng et al.
�29� and by fixing the external pressure to the specified value. One
example of this is shown in Fig. 6 for Tr=0.6, where the pressure

Fig. 4 Argon liquid film mass density profile: Tr=0.57, 100 col-
lection bins, and 400,000 time steps Fig. 5 Simulated argon vapor pressure values from the hybrid

MD simulation of the wall-affected film compared to results for
a simulated thick liquid film, the NPT plus test particle method,
and ASHRAE recommended values. Simulations were run for
400,000 time steps for this study.

Fig. 6 Calculated local pressure profile for argon on a metallic
solid surface using MD and hydrostatic analyses; external con-
ditions match saturation data for argon at 1 atm. Simulation
featured 300,000 time steps, 50 collection bins, and approxi-
mately 1980 molecules.
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profile in the film was also predicted by the hydrostatic model in
Eq. �12� using Als and Dm values similar to those in Eqs. �19a� and
�19b�.

It should be noted that equilibrium mean local pressure values
extracted from the simulation domain far from the wall compared
well with the applied external vapor pressure values for the simu-
lations in this study. Therefore, the flux boundary method provides
a viable alternative to traditional domain volume rescaling meth-
ods for system pressure management. Furthermore, since the hy-
brid method allows for system readjustment towards equilibrium
�as described above�, then the equilibrium system by definition
would have a constant chemical potential in both phases, and thus
a grand canonical system ��PT� is simulated.

Theoretical analyses of thin films on solid surfaces suggest that
the saturation pressure decreases with thickness for very thin films
�30�. The results described above indicate that the hybrid MD
simulation scheme predicts the equilibrium vapor pressure with
reasonable accuracy for thick films. It is therefore plausible to
expect that it will provide physically realistic predictions of how
the vapor pressure varies with film thickness. Exploration of the
effects of film thickness on equilibrium vapor pressure is de-
scribed in the following sections.

Comparison to Disjoining Pressure Theory
Variation of the liquid film thickness produces disjoining pres-

sure effects that alter the equilibrium vapor pressure from the
normal bulk-fluid equilibrium value in standard saturation tables.
The conventional thermodynamic analysis of these effects begins
by integrating the Gibbs-Duhem equation

d�̂ = − ŝdT + v̂dP �24�

at constant temperature from saturation conditions to an arbitrary
state in the liquid and vapor phases. In doing so, we follow the
usual conventions of treating the liquid as incompressible and the
vapor as an ideal gas. This yields the following relations for the
vapor and liquid chemical potentials in the absence of wall attrac-
tion effects:

�̂v = �̂v,sat + R̄T ln �Pve/Psat� �25�

�̂l = �̂l,sat + v̂l�Pl − Psat� �26�

For a pure fluid, the chemical potential is equivalent to the specific
Gibbs function

�̂l = ĝl

In the presence of wall attraction effects in the liquid film, the
Gibbs function is augmented by the potential energy associated
with interaction between fluid molecules and surface molecules or
atoms. Denoting the potential energy per fluid molecule due to
interaction with the wall as a whole as � fmf, the expression for the
liquid chemical potential becomes

�̂l = �̂l,sat + v̂l�Pl − Psat� + NA� fmf �27�

For the system to be in equilibrium at the interface, the liquid
pressure must equal the equilibrium vapor pressure

Pl,i = Pve �28�

and the chemical potentials must be equal there. Equating the
right sides of Eqs. �25� and �27�, and setting Pl equal to Pve as
dictated by Eq. �28�, yields

R̄T ln �Pve/Psat� = v̂l�Pve − Psat� + NA� fmf �29�

which can be rearranged to the form

Pve

Psat
= exp �Psatv̂l

R̄T
� Pve

Psat
− 1� +

NA� fmf

R̄T
 �30�

For the circumstances of interest here, Pve is close to Psat and

Psatv̂l / R̄T is small, with the net result that the first term in the
curly brackets above is negligible compared to the second. Ne-
glecting the first term simplifies Eq. �30� to the form

Pve

Psat
= exp �� fmf

kBT
 �31�

Substituting the relation �7� derived previously for the wall poten-
tial, neglecting the z−9 term, and setting z equal to � f at the inter-
face, the following relation is obtained

Pve

Psat
= exp �−

Als

6�� f� f
3kBT

 �32�

A key objective of this investigation was to determine if the MD
simulation model predictions agreed with the variation of satura-
tion pressure with film thickness indicated by Eq. �32�.

To explore the predicted effect of film thickness on equilibrium
saturation pressure, MD simulations of argon were performed at
Tr=0.6 for films of various thicknesses. The parameters for the
simulations were set at the values described in the previous sec-
tion. In these runs, the initial thickness of the film was specified
via the number of fcc cells in the z direction, and the initial thick-
ness of the vapor region was kept constant at 2.0 fcc lattice pa-
rameters. It should be noted that the size of the vapor region has a
significant effect on the calculated saturation pressure values due
to the time required for molecular propagation across the vapor
region during the 50,000-step sampling period. The thickness of
the equilibrated film was calculated as the distance from the wall
�z=0� to the center of the interfacial region, corresponding to

� = �m,� =
1

2
��l,� + �v,��

where �l,� and �v,� are the values of liquid and vapor bulk den-
sities for films thick enough that disjoining effects are not present.
The runs were performed for 500,000 time steps, over a range of
film thickness from 0.7 to 4.9 nm. Figure 7 is a plot of the density
profile for a thickness value of 2.6 nm, where one can observe that
for this thickness value, very little bulk liquid density region is
present. For Tr=0.6, the density transition associated with the in-
terfacial region occupies a thickness of approximately 0.7 nm, and
the wall-affected region has a thickness of about 2 nm, so the size

Fig. 7 Mass density profile for argon film on solid surface, Tr
=0.6. Film thickness was calculated as 2.6 nm. Simulation was
run with lateral dimensions of 10.0�LJÃ10.0�LJ and 500,000
time steps.

1280 / Vol. 128, DECEMBER 2006 Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



of the bulk liquid region tends to zero as the film thickness falls
below 2.7 nm.

For films with thicknesses above 1.5 nm, the predicted vapor
pressure agrees fairly well with the corresponding ASHRAE value
�26�. Figure 8 presents the variation of Pve /Psat with film thick-
ness predicted by our hybrid MD simulations for film thicknesses
below 6 nm. In these results, the average of the final six calcu-
lated pressure values �step 250,000 through step 500,000� were
used as data points. Also shown is the variation predicted by the
theoretical relation �32� derived from conventional disjoining
pressure theory. It can be seen in Fig. 8 that the MD simulation
predictions generally agree with the tabulated bulk saturation
pressure within about 10% at film thicknesses greater than 1.5 nm,
with the exception of the film with thickness of 4.9 nm. Below
1.5 nm, the simulation vapor pressure predictions drop well below
the equilibrium saturation pressure for the bulk phases at Tr=0.6.
As indicated in Fig. 8, overall, the variation of equilibrium vapor
pressure agrees well with the variation predicted by the conven-
tional disjoining pressure theory.

As noted above, we found that the simulation predictions of
equilibrium pressure were sensitive to vapor region thickness. Our
initial simulation efforts were found to predict a vapor pressure
variation with film thickness that differed significantly from con-
ventional theory. We subsequently found that the periods between
external flux adjustments were not long enough to fully equili-
brate molecular exchange at the interface with the imposed flux
boundary condition at the outer boundary of the simulation. The
MD simulation results in Fig. 8 were obtained from simulation
runs in which the simulation was run long enough that molecular
exchange at the interface is in equilibrium with the outer boundary
flux condition for the specified vapor region thickness.

While the agreement of the simulation predictions with conven-
tional theory is reassuring, it is interesting that the MD simula-
tions that include the effect of the wall-affected region produce a
prediction that agrees so well with a thermodynamic theory that
largely ignores such effects. The next section explores this issue
further.

A Wall Layer Model
The peaks in the local mean density indicated in Figs. 4 and 7

reflect a layered order in the fluid molecules near the surface. The
decreasing magnitude of the peaks with increasing distance from
the solid wall indicates that the degree of organization in the lay-
ered structure of the fluid diminishes with distance from the wall.
In a recent study of this type of liquid layering near a liquid-solid
interface, Xue et al. �31� quantified this in terms of a planar struc-
ture factor that varied from 1 for a perfect fcc plane of molecules
to 0 for molecules in random positions. The planar structure factor
varies from close to 1 at the solid-liquid interface to close to 0 at
larger distances from the wall. Xue et al. �31� found that for a
wetting fluid, the planar structure factor decreased to 0 about two
fluid molecular diameters away from the wall.

To explore how the liquid layering near the solid wall affects
the disjoining pressure, a model is adopted here in which the fluid
within two molecular diameters of the wall is treated as a solid
phase of planar layers, and the fluid beyond two molecular diam-
eters is treated as bulk fluid. This is obviously a crude approxima-
tion to the gradually diminishing layered structure in the fluid near
the surface, but it captures the main features of the layering, and it
is consistent with the results of Xue et al. �31� in that it limits the
strongest layering effects to the region within two molecular di-
ameters of the wall.

To develop this model with wall effects included, we consider
the system shown in Fig. 9 in which fluid molecules interact with
a composite wall structure. The composite wall is a semi-infinite
region of solid metal wall molecules or atoms covered with a
layer of fluid molecules that are modeled as being in a solid phase.
The layer of fluid molecules has thickness �w. Because they are
more localized in their position than molecules in the bulk liquid,
molecules in the wall-affected region behave almost like a solid
layer attached to the metal surface. The wall layer model proposed
here is based on the reasoning that the presence of this layer
causes molecules in the bulk liquid to behave as though they are
interacting with a composite wall structure consisting of the metal
substrate plus the strongly wall-affected layer. The molecules in
the bulk fluid layer are presumed to behave as predicted by the

Fig. 8 Comparison of MD results with conventional theory Fig. 9 Wall layer model
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bulk-fluid analysis in the previous section except that they are
closer to the effective solid-liquid interface than would be the case
if the wall-affected region were not considered to be part of the
composite solid in Fig. 9. Although this model is simplistic, it
accomplishes the objective of predicting the effect of the quasi-
solid wall-affected layer on the force interaction potential � fmf at
the interface, which affects the vapor pressure as predicted by Eq.
�31�.

In this model, consistent with the reasoning above, we take �w
to be two molecular diameters Dm. As in the first section of this
paper, the fluid and metallic solid interactions and the interactions
between fluid molecules are modeled with Lennard-Jones poten-
tials �2� and �3�. The interactions between pairs of molecules are
treated as independent and additive. To get the total effect of all
the solid metallic molecules and the solid layer molecules on a
given free fluid molecule, we integrate the product of the density
and molecular potential to sum the contributions of all the solid
and layer molecules.

It follows that the mean-field potential energy felt by the free
fluid molecule due to interactions with all the metallic solid mol-
ecules and the solid layer molecules is

� fmf =�
zs=z−�w

zs=z �
x=0

�

� f� f f�2�x� dx dzs

+�
zs=z

� �
x=0

�

�s� fs�2�x� dx dzs �33�

Substituting the relations �2� and �3� above for the molecular po-
tentials, substituting x2+z2 for r2, and integrating yields

� fmf =
�� fC�,f f

6
� 1

z3 −
1

�z − �w�3� −
�� fC�,f fDf

6

45
� 1

z9 −
1

�z − �w�9�
−

��sC�,fs

6z3 +
��sC�,fsDm

6

45z9 �34�

For zDf or Dm, terms involving Df and Dm are small and can be
neglected. The potential is then well approximated as

� fmf =
�� fC�,f f

6
� 1

z3 −
1

�z − �w�3� −
�� fC�,fs

6z3 �35�

For convenience, we reorganize the relation above in terms of
modified Hamaker constants Als defined by Eq. �6� and All defined
as

All = �2� f
2C�,f f �36�

Using these definitions converts Eq. �35� to the form

� fmf = −
Als

6�� f�z − �w�3� �z − �w�3

z3 �1 −
All

Als
� +

All

Als
	 �37�

In this model, Eq. �31� from the thermodynamic analysis above
still applies, with � fmf evaluated at the interface z location, which
is z=� f. Using �37� to evaluate � fmf with z=� f, and neglecting

Psatv̂l / R̄T compared to terms of order one, we convert Eq. �31� to

Pve

Psat
= exp �−

Als

6��NA/�̂l��� f − �w�3kBT
� �� f − �w�3

� f
3 �1 −

All

Als
�

+
All

Als
	 �38�

Figure 10 compares the MD simulation values of Pve /Psat with
the profiles predicted using the conventional disjoining pressure
theory �32� and the wall layer model �38�. For our analysis, All for
argon was taken to be 2.57�10−20 J. This value was obtained
using the relation for All recommended by Israelachvili �1� with
the value of surface tension for argon recommended by Ref. �26�
at Tr=0.6.

In this model, we have taken the density in the wall-affected
region to be equal to the bulk liquid density. Because of the lay-
ered structure, the density may actually be slightly different in the
wall-affected region. The density in this region would affect the
All value, as dictated by Eq. �36�. Sensitivity calculations using
Eq. �38� indicate that a 10% change in density in the wall-affected
region would produce about a 20% change in All, but only about
an 8% change in Pve /Psat. Thus, taking the wall region density to
equal the bulk density may produce some inaccuracy, but the ef-
fect on the vapor pressure prediction is estimated to be on the
order of about 8%.

In comparing the different model predictions in Fig. 10, it
should be noted that the MD simulation points for � f �1.5 nm
correspond to a film with no bulk fluid region. Since the conven-
tional theory applies to bulk fluid interacting with a wall, there is
reason to expect that the vapor pressure predicted by the MD
simulation may not agree with the conventional model prediction
for these points. The MD simulation is expected to be a better
prediction for such cases. As noted in the previous section, the
conventional theory actually agrees well with the MD simulation
predictions, even for � f �1.5 nm, where no conventional bulk liq-
uid region exists in the film.

Figure 10 indicates that, relative to the predictions of the MD
simulations, the wall layer model predicts a more rapid decrease
of vapor pressure with decreasing film thickness. Hence, the wall
layer model, which was expected to better model the impact of
liquid layering near the wall, actually does not agree as well with
the simulation predictions as the conventional theory. The wall
layer model developed here assumes the extreme case in which
the layers of fluid molecules closest to the wall behave as a solid,
strongly resisting the forces of molecules farther from the surface.
Even for this extreme case, the effect on vapor pressure is small,
as indicated in Fig. 10. Our results suggest that when the fluid
molecules in the layers near the wall are allowed some limited
motion, as is the case in the MD simulations, the effect of their
limited capability to move may have little influence on their force
interaction with molecules further from the wall. The liquid film
may then behave essentially as if the film were all bulk liquid with

Fig. 10 Comparison of MD simulation results with predictions
of conventional theory and the wall layer model
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no layering near the wall. Overall, the results of our models and
these observations suggest that liquid layering near the wall does
not strongly influence the impact of wall attractive forces on the
equilibrium vapor pressure in thin liquid films on solid surfaces.

Concluding Remarks
The hybrid MD simulations used in this investigation of thin

liquid films predict vapor pressure values for thick films that agree
well with tabulated values for saturated liquids. This agreement
suggests that the predictions of this type of simulation for very
thin films should be physically realistic. This lends some credibil-
ity to MD simulation prediction of equilibrium vapor pressure
predictions for thin liquid films on solid surfaces. The MD simu-
lations are particularly useful for modeling extremely thin films
where the thickness of the bulk liquid region is of the same order
of magnitude or smaller than that for the layered wall-affected
region and the interfacial region. In such cases, the MD simula-
tions directly account for the effects of layering and the density
variation in the interfacial region.

The use of conventional disjoining pressure theory is suspect in
such cases because it is generally constructed using relations de-
rived for equilibrium of coexisting bulk phases. The conventional
theory thus does not account for potential effects of direct inter-
action of a layered region with the interfacial region in ultra thin
films. Despite the expected limitations of the conventional theory,
its predictions of equilibrium vapor pressure were found to agree
well with the MD simulation predictions, even for extremely thin
film thicknesses where no bulk liquid region separates the wall-
affected region from the interfacial region.

The model analysis developed here to explore the effects of
liquid layering at the solid-liquid interface predicts that layering
tends to slightly reduce the vapor pressure below that predicted by
the conventional disjoining theory for a specified film thickness.
The modified theory was found to not agree as well as the con-
ventional theory with vapor pressure predictions of our MD simu-
lations for the same film thickness. Because this modified theory
adopts an extreme treatment of the near-wall layered region as a
solid phase, it is expected to provide an upper bound for the effect
of layering on the equilibrium vapor pressure. Even for this ex-
treme model, the effect on vapor pressure is small, suggesting that
for a real system, in which the wall region molecules have some
mobility, the effects of the wall layer would be even less. Overall,
the results imply that liquid layering has little, if any, effect on the
equilibrium vapor pressure.

Accurate prediction of the effects of intermolecular attractive
forces and associated disjoining pressure effects on equilibrium
saturation properties is an important element of the analysis of
transport for thin liquid films on the passage walls in micro evapo-
rators, micro condensers, and micro heat pipes. Because of the
linkage between vapor pressure and saturation temperature, the
variation of vapor pressure with liquid film thickness strongly
impacts the effectiveness of transport during vaporization or con-
densation at the interface of thin liquid films in micropassages.

Although conventional disjoining pressure theory is based on a
simplistic treatment that ignores the presence of the wall-affected
region and the interfacial region in the film, the results of our MD
simulations and analysis indicate that, for extremely thin liquid
films, conventional disjoining pressure theory nevertheless pro-
vides a prediction of the variation of vapor pressure with film
thickness that is consistent with MD simulation predictions. These
results enhance the credibility of models of transport in micro
evaporators and micro condensers that make use of conventional
disjoining pressure theory to predict local saturation conditions.
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Nomenclature
All 
 liquid-liquid Hamaker constant
Als 
 liquid-solid Hamaker constant
ci 
 speed of molecule i

C�,f f 
 fluid-fluid attractive force potential coefficient
C�,sf 
 solid-fluid attractive force potential coefficient

Df 
 fluid molecule effective diameter
Dm 
 mean effective molecular diameter
Ds 
 solid molecule effective diameter
F 
 molecular force vector
ĝl 
 molar specific Gibbs function of liquid
J 
 vapor boundary molecular flux

kB 
 Boltzmann constant
m 
 molecular mass
N 
 number of molecules in system

NA 
 Avogadro’s number
P 
 pressure

Pd 
 disjoining pressure
Pl 
 liquid pressure

Pve 
 vapor pressure
Psat 
 saturation pressure for bulk equilibrium

R̄ 
 universal gas constant
ŝ 
 molar entropy
T 
 temperature

Tc 
 critical temperature
Tr 
 reduced temperature
T /Tc
� f 
 liquid film thickness
�w 
 wall-affected region thickness
v̂l 
 liquid molar specific volume
vz 
 z-direction molecular velocity component

� fmf 
 potential energy for one fluid molecule inter-
acting with all wall molecules

� f f 
 fluid-fluid intermolecular potential
�LJ 
 Lennard-Jones 6-12 intermolecular potential
�sf 
 solid-fluid intermolecular potential

�̂ 
 molar density
� f 
 Fluid molecular number density

�l,� 
 molecular number density of bulk saturated
liquid

�v,� 
 molecular number density of bulk saturated
vapor

�s 
 solid wall molecular number density
	LJ ,�LJ 
 Lennard-Jones 6-12 potential length and en-

ergy parameters
�̂l 
 liquid molar chemical potential

�̂l,sat 
 molar chemical potential of bulk liquid at
saturation

�̂v 
 vapor molar chemical potential
�̂v,sat 
 molar chemical potential of bulk vapor at

saturation
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Numerical Study of an
Evaporating Meniscus
on a Moving Heated Surface
The present study is performed to numerically analyze an evaporating meniscus bounded
between the advancing and receding interfaces on a moving heated surface. The numeri-
cal scheme developed for analyzing interface motion during bubble growth in pool boil-
ing has been applied. A column of liquid is placed between a nozzle outlet and a moving
wall, and calculations are done in two dimensions with a fixed distance between the
nozzle and the wall. The results show that the wall velocity creates a circulation near the
meniscus base, resulting in transient heat conduction. The local wall heat transfer is
found to vary significantly along the meniscus base, the highest being near the advancing
contact line. The heat transfer coefficient is found to depend on the advancing contact
angle and wall velocity but is independent of the wall superheat. Reasonable agreement
is observed when the meniscus profile and heat transfer results obtained from the nu-
merical simulation are compared to the experimental data. �DOI: 10.1115/1.2397093�
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Introduction

Stationary Evaporating Meniscus. Figure 1 shows the details
of an extended evaporating meniscus on a heated surface. Three
regions are identified here:

1. Non-Evaporating Adsorbed Thin-Film Region. In this re-
gion, liquid is adsorbed on the heater surface and forms a
nonevaporating layer. The molecular forces have controlling
influence, and the disjoining pressure reduces the pressure in
the liquid and enables it to reside in a supersaturated liquid
state.

2. Evaporating Thin-Film Region. Evaporation occurs at the
liquid-vapor interface, and liquid is fed from the bulk liquid
through the intrinsic meniscus region. Here both the disjoin-
ing pressure and the capillary forces play a role. It is often
referred to as the “microlayer.”

3. Intrinsic Meniscus Region. The fluid mechanics in this re-
gion is governed by the conventional equation of capillarity.

Derjaguin �1� provided the basis of the thin film behavior by
showing that the net effect, at the macroscopic level, of solid-
liquid interactions is a reduction of pressure of the liquid interface
relative to the pressure of the equilibrium vapor phase. He argued
that the disjoining action could explain the deviation from the
laws of hydrostatics that exists in a thin wetting film. Later Der-
jaguin et al. �2� developed an analytical theory to show that the
rate of evaporation from a capillary does not depend only on the
vapor diffusion through the gas but also on the film transport
caused by the film thickness gradient. Potash and Wayner �3� stud-
ied the transport processes occurring in a two-dimensional evapo-
rating extended meniscus, where the fluid flow resulted from both
capillarity and disjoining pressure and calculated the heat flux
profile for a given plate superheat. The results showed that the
heat flux reached maximum in the evaporating thin film portion of
the extended meniscus.

Nucleate Boiling. Nucleate pool boiling is typically character-

ized by the growth and departure of vapor bubbles on a heated
surface. During its growth cycle, the bubble base expands initially,
stays constant for some time, and then contracts as the bubble
departs. The high heat flux during nucleate boiling is often attrib-
uted to the wall heat transfer near the bubble base, which includes
conduction to the liquid and its subsequent evaporation at the
liquid-vapor interface. Investigators have extensively studied wall
heat transfer near the bubble base by measuring the local transient
surface temperatures and confirmed the existence of very high
local wall heat flux. Moore and Mesler �4� measured the surface
temperatures during nucleate boiling with a special thermocouple
having an extremely rapid response time. The fluid boiled was
water at atmospheric pressure and at saturation temperature. Dur-
ing nucleate boiling, the surface temperature was observed to fluc-
tuate with time. Occasionally, the surface temperature would drop
rapidly and then return to its previous level. The authors argued
that only the theory of existence of a vaporizing microlayer at the
base of the bubbles could explain these observations. Labunstov
�5� proposed an analytical model explaining the mechanism of
growth of vapor bubbles on a heated surface. He argued that the
growth of bubbles developing on the heated surface must depend
primarily on the heat flux supplied by the heated surface to the
bubble surface close to the base of the bubble. He also developed
a vapor bubble growth expression and compared it to available
experimental data. The model had limited success. Mikic and
Rohsenow �6� developed a correlation for pool boiling. The cor-
relation assumed that the main mechanism of heat transfer in
nucleate boiling was transient heat conduction to, and subsequent
replacement of, the superheated layer around nucleation sites as-
sociated with bubble departure. The transient conduction problem
was modeled as conduction to a semi-infinite plate with a step
change in temperature at the surface. The correlation was checked
with available experimental data and the results were found to be
satisfactory. Koffman and Plesset �7� obtained microlayer thick-
ness measurements in water, for small, short-lived bubbles char-
acteristic of highly subcooled nucleate boiling. The detailed mea-
surements were obtained using laser interferometry, combined
with high-speed video. The authors concluded that microlayer
evaporation alone cannot account for the increased heat transfer
rates observed in highly subcooled nucleate boiling, and micro-
convection must play at least an equal role.
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Moving Evaporating Meniscus. Kandlikar et al. �8� developed
a new meniscus configuration to visualize the advancing and re-
ceding fronts of a liquid vapor interface. It consists of a circular
evaporating meniscus on a smooth heated moving copper surface.
The meniscus profile is very similar to the contact region at the
base of a growing vapor bubble as explained in Fig. 2. Figure 2�a�
shows a typical nucleating bubble on a heated surface, and Fig.
2�b� shows an evaporating meniscus on a moving wall. When the
bubble base of a nucleating bubble expands, it is similar to the
receding contact line of the meniscus, and when the bubble base
shrinks, it is comparable to the advancing contact region of the
meniscus. Kandlikar et al. �8� obtained the meniscus shape and
heat transfer rates as functions of heater temperature and surface
velocity. They found that at lower velocities, the heat flux was
relatively insensitive to velocity, but it increased almost linearly
with velocity at higher velocities. The results indicated that tran-
sient heat conduction played a major role in the heat transfer
process to a moving meniscus. Photographs of the meniscus were
taken with high-speed cameras using microscopic lens, and no
presence of thin films was detected at the edge of either the ad-
vancing or the receding contact regions.

Objective
The present numerical study is performed to obtain the velocity

and temperature field inside an evaporating meniscus on a moving
heated surface. Calculations are done for different values of wall
velocity, wall superheat, and advancing and receding contact
angles. The main objective is to ascertain the wall heat transfer
mechanism in the moving and evaporating meniscus and evaluate
its dependence on the above parameters.

The numerical calculations have been done in two dimensions.
It was observed from experiments that the moving evaporating
meniscus was primarily a two-dimensional �2D� phenomenon
since the predominant motion in the liquid was in the plane that
corresponded to the movement of the heated plate. Preliminary
numerical calculations were run with both 2D and three-
dimensional �3D� considerations. The 2D numerical results were
found to agree well with the experimental data. Thus, 3D simula-
tions were not pursued because they required more computation
time and did not provide any significant additional information.

Numerical Model
Son et al. �9� developed a two-dimensional numerical model of

growth and departure of single vapor bubbles during nucleate pool
boiling. They used the level-set technique to implicitly capture the
liquid vapor interface. Mukherjee and Dhir �10� extended the
model to three dimensions and studied merger and departure of
multiple bubbles during nucleate pool boiling. The present calcu-
lations are done using a similar model, to study the evaporating
meniscus on a moving heated plate.

Method. The numerical analysis is done by solving the com-
plete incompressible Navier-Stokes equations and using the SIM-

PLER method �11�, which stands for semi-implicit method for
pressure-linked equations revised. A pressure field is extracted
from the given velocity field. The continuity equation is turned
into an equation for the pressure correction. During each iteration,

the velocities are corrected using velocity-correction formulas.
The computations proceed to convergence via a series of continu-
ity satisfying velocity fields. The algebraic equations are solved
using the line-by-line technique, which uses TDMA �tridiagonal
matrix algorithm� as the basic unit. The speed of convergence of
the line-by-line technique is further increased by supplementing it
with the block-correction procedure �12�. A multigrid technique is
used to solve the pressure fields.

Sussman et al. �13� developed a level set approach where the
interface was captured implicitly as the zero level set of a smooth
distance function. The level-set function was typically a smooth
function, denoted as �. This formulation eliminated the problems
of adding/subtracting points to a moving grid and automatically
took care of merging and breaking of the interface. The present
analysis is done using this level-set technique.

The liquid vapor interface is identified as the zero level set of a
smooth distance function �. The level-set function � is negative
outside the meniscus and positive inside the meniscus. The inter-
face is located by solving the level-set equation. A fifth-order
WENO �weighted, essentially nonoscillatory� scheme is used for
left-sided and right-sided discretization of � �14�. Although � is
initially a distance function, it will not remain so after solving the
level-set equation. Maintaining � as a distance function is essen-
tial for providing the interface with a width fixed in time. This is
achieved by reinitialization of �. A modification of Godunov’s
method is used to determine the upwind directions. The reinitial-
ization equation is solved in fictitious time after each fully com-
plete time step. With ��=d /2u0, ten � steps are taken with a
third-order TVD �total variation diminishing� Runge Kutta
method.

Governing Equations. Momentum equation:

�� �u�

�t
+ u� · �u�� = − �p + �g� − ��T�T − Tsat�g� − �� � H

+ � · � � u� + � · � � u�T �1�

Energy equation:

�Cp� �T

�t
+ u� · �T� = � · k � T for � 	 0

Fig. 2 Similarity between a nucleating bubble and a moving
evaporating meniscus in the contact line region

Fig. 1 Details of a stationary evaporating meniscus region
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T = Tsat for � 
 0 �2�

Continuity equation:

� · u� =
m�

�2 · �� �3�

The curvature of the interface is defined in terms of level-set
distance function as

���� = � · � ��

����� �4�

The mass flux of liquid evaporating at the interface is given by

m� =
kl � T

hfg
�5�

The vapor velocity at the interface due to evaporation is calculated
as

u�evp =
m�

�v
=

kl � T

�vhfg
�6�

To prevent instabilities at the interface �13�, the density and vis-
cosity are defined as

� = �v + ��l − �v�H �7�

� = �v + ��l − �v�H �8�

H is the Heaviside function

H = 1 if � � + 1.5d

H = 0 if � 
 − 1.5d

H = 0.5 +
�

3d
+

sin�2��

3d
�

2�
if ��� 
 1.5d �9�

where d is the grid spacing.
Since the vapor is assumed to remain at saturation temperature,

the thermal conductivity is given by

k = klH
−1 �10�

Level set equation is solved as

�t + �u� + u�evp� · �� = 0 �11�

After every time step, the level-set function � is reinitialized as

�t = S��0��1 − �����u0

��x,0� = �0�x� �12�

S is the sign function which is calculated as

S��0� =
�0

��0
2 + d2

�13�

Computational Domain. Figure 3 shows the computational
domain. The domain is 4.950.99 nondimensional units in size.
Cartesian coordinates are used with uniform grid.

The domain consists of two parallel plates with an opening in
the top wall for the liquid to enter. The bottom wall moves in the
positive x direction. The two other sides are outlets. The number
of computational cells in the domain are 40080 �i.e., 80 grids
are used per 0.99l0�.

The working fluid is saturated water at atmospheric pressure.
The liquid and vapor properties are taken at 373 K.

Scaling Factors. The distance and velocities are nondimension-
alized with the length scale l0 and the velocity scale u0. For all

calculations, l0 is assumed 1 mm, since 0.99 mm is taken to be the
height of the meniscus and also the width of the liquid inlet. The
nondimensional temperature is defined as

T* =
T − Tsat

Tw − Tsat
�14�

Initial Conditions. The liquid column is initially placed with
center at x*=1 and a width of 0.99 mm. Thus, the initial width of
the liquid column is the same as the distance between the plates.
Saturated vapor fills the rest of the domain and this is specified to
simulate nucleate boiling conditions where evaporation takes
place in the presence of pure vapor. All initial velocities inside the
domain are set to zero. The liquid and vapor temperatures are set
to the saturation temperature �T*=0�. The wall temperature is set
to the specified superheat �T*=1�.

Boundary Conditions. At the bottom wall �y*=0�,

v* = 0

u* = 1

T* = 1; �y = − cos � �15�

where � is the contact angle.
At the top of the domain �y*=0.99�,

v* = − Vin
* if � 	 0

v* = 0 if � 
 0

u* = 0; T* = 0; �y = 0 �16�

At the outlets �x*=0 and x*=4.95�,

ux
* = 0; vx

* = 0; Tx
* = 0; �x = 0 �17�

The inlet liquid velocity Vin for all cases is set to 0.00034 m/s.
The simulation conditions were chosen to correspond to the ex-
perimental data presented by Kandlikar et al. �8�. Constant wall
temperature is assumed at the bottom wall; it has been shown by
Kandlikar et al. �8� that it is a reasonable assumption for a surface
with high thermal diffusivity, such as copper.

Microlayer Evaporation. Several previous studies �9,10� of
single or multiple vapor bubbles growing on a heated wall have
included the effect of microlayer evaporation. Son et al. �9� re-
ported microlayer contribution to be 	20% for a certain set of
calculations. Recently, Dhir �15� reported that 50% of the energy
from the wall is transferred by transient conduction, 35% by natu-

Fig. 3 Computational domain
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ral convection and 15% by microlayer evaporation. Since the ef-
fect of microlayer is seen to be small and no reliable experimental
data on microlayer thickness under a bubble base are available,
the present simulation is carried out to highlight the effect of
liquid motion and transient conduction at the base of the menis-
cus. Hence, the effect of microlayer evaporation has been ex-
cluded from the calculations.

Results
Numerical simulation is carried out for different values of ad-

vancing and receding contact angles, wall superheat �SH� and wall
velocity �WV�. The mean value of contact angle used are advanc-
ing contact angle �ACA�=61 deg and receding contact angle
�RCA�=48 deg, corresponding to experimental conditions during
nucleate pool boiling �16�. Calculations are carried out by increas-
ing ACA to 80 deg and decreasing RCA to 30 deg. The wall su-
perheat is varied as 2 K, 5 K, and 8 K, which is typical during
partial nucleate pool boiling. The wall velocity is varied as
0.05 m/s, 0.1 m/s, and 0.15 m/s, which are again observed rate
of change of bubble base diameter with time during partial nucle-
ate pool boiling �16�.

Base Case. Figure 4 shows the variation of meniscus base
length as a function of time for the case with ACA=61 deg,
RCA=48 deg, SH=5 K, and WV=0.1 m/s. We will term this
case as the base case. At time 0 ms, the base length is 0.99 mm,
which is specified as the initial condition. The plot shows initial
fluctuation of the meniscus base length as the calculations pro-
ceed, which becomes steady after 50 ms attaining a length of
1.4 mm.

A convergence check is carried out with various grid sizes to
demonstrate grid independence. To optimize computation costs 80
grids per unit length is chosen for all calculations. Figure 4 shows
the variation of meniscus base length with time for 64, 80, and 96
grids. After initial fluctuations subside around 50 ms, the results
for 80 and 96 grids show very little difference. This confirms that
the calculations with 80 grids provide sufficient resolution to cap-
ture details of high heat transfer region near the wall.

Figure 5 demonstrates the time-step independence. The base
case with 80 grids per unit length is calculated with two different
time steps of 0.0001 and 0.00005. The plot of meniscus base
length against time shows little difference in the results. Thus, the
time step of 0.0001 is used for all the calculations.

Figure 6 shows the velocity field in the meniscus for the base
case. The wall velocity has caused the meniscus to become ex-

tended in one direction. The velocity vectors in the vapor are
much larger than in the liquid due to the density difference. The
streamlines in the liquid show a circulating flow inside the menis-
cus. Evaporation takes place at the liquid-vapor interface indi-
cated by the jets of vapor leaving the interface. However, this
evaporation is comparatively much more intense at the receding
contact line region. Calculations show that more than 99% of the
total evaporation takes place on the receding side. The reason for
this can be explained by analyzing the temperature field inside the
meniscus.

The thermal boundary layer inside the meniscus for the base
case is shown in Fig. 7. Temperature contours are plotted for T* at
intervals of 0.1. The plot shows more superheated liquid near the
receding liquid-vapor interface compared to the advancing inter-
face. The liquid is dragged in the positive x direction near the wall
due to the wall movement and gets heated up due to heat transfer
from the wall. The circulation of liquid �shown in Fig. 6� causes
the hotter liquid to move up along the receding interface near the
receding contact line, increasing evaporation along the interface.
The incoming cooler saturated liquid comes down near the ad-
vancing contact line suppressing evaporation at the interface in
that region. The crowding of isotherms near the wall at the ad-
vancing contact region indicates area of high wall heat transfer. A
part of the superheated liquid circulates near the wall at the reced-

Fig. 4 Variation of meniscus base length with time and grid
independence check „ACA—61; RCA—48; SH—5 K; WV—
0.1 m/s…

Fig. 5 Time-step independence check „ACA—61; RCA—48;
SH—5 K; WV—0.1 m/s…

Fig. 6 Liquid circulation inside meniscus „ACA—61; RCA—48;
SH—5 K; WV—0.1 m/s…
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ing contact region thereby hindering local wall heat transfer.
Figure 8 shows the local Nu variation along the meniscus base

for the base case.
The local heat transfer coefficient h is obtained from

h =


 − kl
�T

�y



wall

Tw − Tsat
at the meniscus base �18�

The local Nusselt number at the meniscus base is defined as

Nu =
hl0
kl

�19�

The solid line shows the results obtained from the numerical
calculations. The highest heat transfer is seen to occur at the ad-
vancing contact region. This is due to transient conduction as
cooler saturated liquid comes down along the advancing interface
near the heated wall. The heat transfer steadily decreases from that
end until it reaches the receding contact line. There is a jump in
wall heat transfer at the receding contact line. This is where the
distance between the liquid-vapor interface and the wall becomes
small, causing a steep temperature gradient at the wall.

The heat transfer near the advancing edge of the meniscus can
be calculated analytically using a transient heat conduction model.
The heater surface comes in contact with the liquid, which can be
assumed to be a semi-infinite medium during the initial contact
with the heater surface. In the present modeling, a constant heater
wall temperature is assumed. The instantaneous heat flux follow-
ing the initial contact with a semi-infinite medium �assuming wa-
ter at saturation temperature� under the constant surface tempera-
ture case is given by

q� =
k�Tw − Tsat�

���t
�20�

The heat transfer coefficient h is calculated as

h =
k

���t
�21�

The instantaneous value of the Nusselt number near the advanc-
ing edge of the meniscus is calculated using

Nu =
hl0
k

=
l0

���t
�22�

t =
x

uwall
�23�

The distance along the meniscus base x is calculated starting
from the location of the advancing contact region.

The analytical results for the base case are plotted in Fig. 8 as a
dashed line along with the numerical results discussed earlier. It is
seen that the numerical results and the results from the transient
conduction model are in excellent agreement at the advancing
contact region. This confirms that transient conduction is, indeed,
the primary mechanism of heat transfer from the wall at the lead-
ing edge of the meniscus base. However, with increase in distance
from the leading edge, the calculated heat transfer is found to be
less than the analytical results. This is due to the fact that the
circulation of liquid inside the meniscus causes a mixing effect.
This mixing increases the average temperature of the liquid,
which, in turn, reduces the wall heat transfer.

Comparison to Experimental Data. Figure 9 compares the
meniscus shape obtained from numerical calculations to experi-
mental data. Figure 9�a� shows the experimental observation of
Kandlikar et al. �8�. The measured experimental parameters are as
follows: ACA=110 deg, RCA=25 deg, SH=5.5 K, WV
=0.241 m/s. The nozzle inside and outside diameters are
1.08 mm and 1.65 mm, respectively; the distance between the
nozzle and the moving copper block is 0.9 mm, and the nozzle
liquid flow rate is 0.016 mL/min. Numerical simulation was car-
ried out for the moving and evaporating meniscus with the above
conditions and the resultant meniscus profile is shown in Fig. 9�b�.

In the experiment, even though the water flows through
1.08 mm i.d. of the nozzle, the meniscus clings to the nozzle
mouth and the effective diameter becomes equal to the outside
diameter of 1.65 mm. This can be clearly seen in Fig. 9�a�. In the
simulation, the liquid inlet was specified as 1.08 mm wide, which
is the same as in the experiment, but the liquid interfaces at the
top wall were not anchored to any particular location. At steady
state, the liquid spread on the top wall and reached a width of
1.8 mm, as seen in Fig. 9�b�.

Comparing Figs. 9�a� and 9�b�, it can be seen that the meniscus
profiles agree well between the numerical simulation and the ex-
perimental observation. The base length of the meniscus in the
experiment is 2.9 mm, whereas the base length obtained from the
numerical simulation is 3.1 mm.

Effect of Advancing and Receding Contact Angles. Figure 10
plots the averaged Nusselt number at the base of the meniscus as
a function of time for different values of advancing and receding
contact angles. Three cases are compared in the plot: �i� the base
case, �ii� an increased advancing contact angle �80 deg� from the
base case, and �iii� a decreased receding contact angle �30 deg�

Fig. 8 Variation of heat transfer coefficient along the menis-
cus base „ACA—61; RCA—48; SH—5 K; WV—0.1 m/s…

Fig. 7 Temperature field inside meniscus „ACA—61; RCA—48;
SH—5 K; WV—0.1 m/s…
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from the base case. The averaged Nusselt number �N̄u� is calcu-

lated based on the line-averaged heat transfer coefficient �h̄� at the
wall given by

h̄ =
1

L�0

L

hdL �24�

where L is the meniscus base length and local h is obtained from
Eq. �18�.

The average Nusselt number at the meniscus base is defined as

N̄u =
h̄l0
kl

�25�

The N̄u is very high initially as the saturated liquid is in contact
with the superheated wall. The wall heat transfer decreases as the
thermal boundary layer thickens inside the liquid with time and
reaches a steady value for all three cases after 60 ms. It can be

seen that the N̄u increases with increase in advancing contact
angle but is unaffected with the change in the receding contact
angle. As the advancing contact angle is increased from
61 deg to 80 deg, it becomes easier for the cooler incoming satu-
rated liquid to reach the superheated wall thereby facilitating tran-
sient heat conduction at the advancing contact region. However,

the layer of trapped superheated liquid in the receding contact
region has remained largely unaffected by change in the contact
angle from 48 deg to 30 deg. Since bulk of the heat transfer at the
meniscus base takes place at the advancing contact region as ex-
plained earlier in the paper, overall heat transfer at the meniscus
base has improved with an increase in the advancing contact angle
but has remained unaffected by the change in the receding contact
angle.

Effect of Wall Superheat. Figure 11 compares the N̄u at the
meniscus base for different values of wall superheat. Three cases
are plotted: �i� the base case, �ii� increased wall superheat of 8 K,
and �iii� decreased wall superheat of 2 K. The results show that
the wall heat transfer coefficient remains unaffected with changes
in the wall superheat, with constant properties assumed in the
calculations.

Effect of Wall Velocity. Figure 12 shows the effect of the wall
velocity on the average wall heat transfer coefficient. Results from
three cases are plotted: �i� the base case, �ii� increased wall ve-
locity of 0.15 m/s, and �iii� decreased wall velocity of 0.05 m/s.

The nondimensional averaged wall heat transfer coefficient N̄u is
found to increase with increase in the surface velocity, which

Fig. 10 Comparison of average heat transfer coefficient at the
meniscus base as a function of contact angle „SH—5 K; WV—
0.1 m/s…

Fig. 11 Comparison of average heat transfer coefficient at the
meniscus base as a function of wall superheat „ACA—61;
RCA—48; WV—0.1 m/s…

Fig. 9 Comparison of moving meniscus shapes: „a… Experi-
ment and „b… numerical simulation

1290 / Vol. 128, DECEMBER 2006 Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



makes the liquid circulation inside the meniscus more effective
and enhances transient heat conduction from the wall.

Comparison to Nucleate Boiling

The N̄u at the meniscus base obtained from the numerical simu-
lation for the base case is 14; the corresponding wall heat flux
with 5 K wall superheat is 47.6 kW/m2. The nucleate boiling wall
heat flux at 5 K wall superheat is 10 kW/m2 �17�. Thus the nu-
merical simulation predicts higher wall heat flux for the moving
and evaporating meniscus as compared to partial nucleate pool
boiling. However, it must be noted that the present wall heat flux
calculations are carried out at the meniscus base in the liquid,
whereas in nucleate boiling the heat flux is measured over the
entire heater surface covered with isolated vapor bubbles �at 5 K
wall superheat� and natural convection heat transfer present at
locations away from the active nucleation sites.

It is difficult to specify a value for nucleation site density since
it depends on the surface condition. However, as a first-order ap-
proximation, we assume that at 5 K superheat bubbles do not
interfere and are located on a square grid 2D apart where D is the
departure diameter. The area influenced by the meniscus is as-
sumed to be the area under the departure diameter D, which is
19.6% of the heater area, whereas natural convection exists on the
remaining 80.4% of the heater area. The natural convection heat
flux for hot surfaces facing up is calculated to be 4.6 kW/m2 from
the correlation �17�

N̄uL = 0.15RaL
1/3 �26�

Thus, the meniscus region heat flux of 47.6 kW/m2 translates
into an average pool boiling heat flux of 13 kW/m2, which com-
pares favorably with the pool boiling value of 10 kW/m2 at 5 K
superheat.

It must be noted here that the present work is not intended to
predict the pool-boiling heat transfer rates but to provide a more
in-depth look into the contact region heat transfer. The local ve-
locity and temperature fields provide insight into the heat transfer
mechanisms at the advancing and receding contact regions. The
study confirms that the dominant heat transfer mechanism at the
bubble base to be transient conduction and illustrates the impor-
tance of the advancing contact angle on the wall heat transfer as
compared to the receding contact angle. In order to simulate the
pool-boiling heat transfer, much more comprehensive approach
will be needed as shown by Dhir �15�.

Conclusions

1. A steady evaporating meniscus on a moving heated wall is
numerically simulated in two dimensions, and the velocity
and temperature fields are obtained.

2. Circulation of liquid is observed inside the meniscus on the
moving wall. More than 99% of the evaporation is found to
take place through the receding interface as compared to the
advancing interface.

3. The local wall heat transfer varies significantly along the
meniscus base. The advancing contact region shows the
highest heat transfer due to transient conduction in the liquid
from the heated wall.

4. The wall heat transfer coefficient is found to increase with
increase in wall velocity and the advancing contact angle but
remains unaffected with changes in wall superheat or the
receding contact angle.

5. Reasonable agreement is observed when meniscus profiles
and wall heat transfer are compared between numerical
simulation and experimental observations.
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Nomenclature
Cp � specific heat at constant pressure, J/kg K

d � grid spacing, m
D � departure diameter of single bubble, m
g � gravity vector, m2/s
H � Heaviside function
h � heat transfer coefficient, W/m2 K

hfg � latent heat of evaporation, J/kg
k � thermal conductivity, W/m K
l0 � length scale, m
L � meniscus base length, m
m � mass transfer rate at interface, kg/m2 s

ms � milliseconds
Nu � Nusselt number

p � pressure, N/m2

Re � Reynolds number
Ra � Rayleigh number

r � radius, m
T � temperature, °C

�T � temperature difference, Tw–Tsat, °C
t � time, s
u � x direction velocity, m/s

u0 � velocity scale, m/s
Vin � inlet liquid velocity, m/s

v � y direction velocity, m/s
w � z direction velocity, m/s
x � distance in x direction, m
y � distance in y direction, m
z � distance in z direction, m
� � thermal diffusivity, m2/s

�T � coefficient of thermal expansion, K−1

� � interfacial curvature, m−1

� � dynamic viscosity, N s/m2

� � kinematic viscosity, m2/s
� � density, kg/m3

� � surface tension, N/m
� � time period, s
� � level set function, m
� � contact angle, deg

Subscripts
evp � evaporation

l � liquid

Fig. 12 Comparison of average heat transfer coefficient at the
meniscus base as a function of wall velocity „ACA—61; RCA—
48; SH—5 K…
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sat � saturation
v � vapor
w � wall
x � � /�x
y � � /�y
z � � /�z

Superscripts
* � nondimensional quantity

→ � vector quantity
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Cavitation Enhanced Heat
Transfer in Microchannels
Heat transfer has been investigated in the presence of hydrodynamic cavitation instigated
by 20-�m wide inlet micro-orifices entrenched inside 227-�m hydraulic diameter micro-
channels. Average surface temperatures, heat transfer coefficients, and pressure drops
have been obtained over effective heat fluxes ranging from 39 to 558 W/cm2 at mass flux
of 1814 kg/m2 s under noncavitating and three cavitating conditions. Significant heat
transfer enhancement has been recorded during supercavitating flow conditions in com-
parison to noncavitating flows with minimal pressure drop penalty. Once supercavitating
conditions were reached, no apparent heat transfer augmentation was detected with the
reduction of the cavitation index. Visualization of the flow morphology and the heat
transfer coefficient characteristics aided in the evaluation of the dominant heat transfer
mechanism under various thermal-hydraulic conditions.
�DOI: 10.1115/1.2349505�

1 Introduction
Hydrodynamic cavitation, the formation of vapor or air pockets

in flowing liquids as a result of local static pressure reduction
below a critical value, has seldom been studied in the context of
heat transfer enhancement. Studies on hydrodynamic cavitation in
microchannels �1–5� have revealed unique two-phase flow pat-
terns, which by conventional macroworld criteria can be used to
enhance heat transfer. However, the lack of sufficient experimen-
tal evidence is hindering the practical realization of this cooling
technique.

Exploitation of ultrasonic �not hydrodynamic� cavitation or in-
duced vibration to augment natural convection �6–10�, pool boil-
ing �9–11�, and forced convection boiling �12,13�/nonboiling �13�
heat transfer has been a topic of some interest since the mid-
1960s. Several independent studies have shown that heat transfer
in the presence of ultrasonic cavitation may be enhanced, reduced,
or have a negligible effect depending on the thermal-hydraulic
conditions and ultrasonic characteristics. Various aspects affecting
the thermal field were investigated, including wave generator in-
tensity, location and frequency, geometrical configuration of
heater, and liquid properties.

Recently, unique cavitating flow patterns in microchannels gen-
erated by an upstream microconstriction element have been visu-
alized by Mishra and Peles �3�. Under supercavitating conditions
several distinct flow patterns have been detected. Twin vapor/gas

cavities have been observed to emanate from the orifice bound-
aries. The twin cavities continue to stretch downstream upon re-
ducing the cavitation index and merge in a transition region,
which is characterized by exceedingly agitated flow �rapid mix-
ing�. The downstream flow pattern either assumes an annular or a
bubbly flow pattern depending on the prevalent hydrodynamic
conditions. Since the presence of an annular flow pattern and/or
rapid mixing are known to result in very high heat transfer coef-
ficients, it has been speculated that thermal augmentation can be
achieved by operating convective flow under certain cavitating
flow morphologies.

Cavitation in microchannel boiling/heat transfer systems is also
important from the design perspective. With the ever-increasing
demand for high-power electronics, flow velocities in cooling mi-
crochannels are steadily rising. At sufficiently high dynamic
heads, the flow becomes susceptible to cavitation �14�. Thus ther-
mal engineers will need to carefully design microchannel cooling
systems to avoid the pernicious effects of cavitation, or endorse
and exploit the phenomenon. Regardless, it is essential to obtain
better knowledge of the hydrodynamic conditions leading to cavi-
tation and the subsequent thermal performance following cavita-
tion inception.

The present investigation studied heat transfer in the presence
of hydrodynamic cavitation instigated by inlet micro-orifices en-
trenched inside microchannels. The objectives of this work were
as follows:

�a� To visualize the flow morphology under various adia-
batic and diabatic conditions and to identify differ-
ences �if any� between various thermal loads.

�b� To assess the potential heat transfer enhancement of
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cavitating flows in microchannels in comparison to
noncavitating flow conditions.

�c� To infer the predominate heat transfer mechanism
governing various hydrodynamic cavitating flow con-
ditions.

�d� To evaluate the pressure drop penalty required to gen-
erate cavitating flows.

This study is also meant to act as a stimulus for further research
on cavitation that develops in microfluidic systems and as a pro-
spective heat transfer enhancement technique.

A concise review on cavitating flow through orifices is provided
in Sec. 2. An elaborate discussion of the device design and micro-
fabrication is presented in Sec. 3, while the experimental setup
development and experimental procedure are discussed in Sec. 4.
Section 5 is devoted to the discussion of experimental results, and
in Sec. 6 we present the conclusions of this work.

2 Background
The rudimentary requirement for hydrodynamic cavitation to

appear is the reduction of static pressure to a critical value. This
can be achieved by a dramatic change in the area of a microchan-
nel brought about by placing a micro-orifice in the flow field. A
characteristic pressure drop is observed in response to the sudden
reduction in flow area. The reduction in static pressure is accom-
panied by an acceleration of the fluid and a consequent increase in
the fluid velocity between points 1 and 2 �Fig. 1�. The Hydraulic
Grade Line �HGL� 1 shown in Fig. 1 captures this phenomenon.
The location �point 2� where the static pressure drops to its mini-
mum and the velocity rises to its maximum is termed the Vena
Contracta. The static pressure recovers downstream of the orifice
as the submerged jet is dissipated by viscous shear. Any further
static pressure losses are primarily due to friction because the
channel area remains constant.

A further reduction of the exit pressure causes the static pres-
sure at the Vena Contracta to fall and produces an increase in the
discharge �HGL 2�. The discharge is directly proportional to the
square root of the pressure difference between points 1 and 2. At
some critical pressure in the Vena Contracta, the dissolved gas
starts diffusing into the nuclei �submicron bubbles� and promotes
their growth. The static pressure is still above the vapor pressure
of the liquid; therefore, the mechanism of bubble growth is domi-
nated by gaseous cavitation. A further reduction in the exit pres-
sure succeeds in dropping the static pressure at the Vena Con-

tracta to the vapor pressure of the liquid �HGL 3�. Once this
physical limit is reached, any attempt to increase the discharge by
reducing the exit pressure is futile �14,15�. This is defined as
choked flow or choked cavitation, and the exit pressure loses its
control over the discharge. The micro-orifice produces its maxi-
mum discharge under these conditions. A reduction in the exit
pressure only results in the elongation of the vapor cavity �HGL 4,
HGL 5�, and the orifice is termed to be supercavitating.

3 Device Overview and Fabrication
Figure 2�a� displays the microchannel device consisting of five

1-cm long, 200-�m wide and 264-�m deep parallel microchan-
nels, spaced 200 �m apart. To minimize ambient heat losses, an
air gap was formed on the two ends of the sidewalls, and an inlet
and exit plenum were etched on the thin silicon substrate
��150 �m�. A heater was deposited on the backside to deliver the
heating power and also to serve as a thermistor for temperature
measurements. The device is sealed from the top with a Pyrex
substrate that also allows flow visualization. Flow distributive pil-
lars were used to provide homogeneous distribution of flow in the
inlet �Fig. 2�b��. These pillars were arranged in 2 columns of 12
circular pillars having a diameter of 100 �m. The transverse pitch
between the pillars was 150 �m and equal to the longitudinal
pitch. Five 20-�m wide, 200-�m long orifices were also installed
�Fig. 2�c�� at the entrance of each channel to promote/encourage
cavitation events.

3.1 Microchannel Fabrication Method. The MEMS �Micro-
ElectroMechanical Systems� device was micromachined on a pol-
ished double-sided n-type �100� single crystal silicon wafer using
techniques adapted from integrated circuit �IC� manufacturing.
The device was equipped with pressure ports at the inlet and the

Fig. 1 Hydraulic Grade Line „HGL… for fluid flow through a
micro-orifice

Fig. 2 „a… CAD model of the microchannel device; „b… flow
distributive pillars; „c… geometry of the inlet region „dimensions
in �m…
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exit to obtain accurate measurements of the static pressures.
A 1-�m thick high-quality oxide film was deposited on both

sides of the silicon wafer to shield the bare wafer surface during
processing. This film also served as an electrical insulator during
testing. The heater and the vias were formed on the backside of
the wafer �on top of the thermistors� by sputtering. A 70-Å thick
layer of titanium was initially deposited to enhance adhesion char-
acteristics and was followed by sputtering a 1-�m thick layer of
aluminum containing 1% silicon and 4% copper. Subsequent pho-
tolithography and concomitant wet bench processing created the
heater on the backside of the wafer. A 1-�m thick Plasma En-
hanced Chemical Vapor Deposition �PECVD� oxide was depos-
ited to protect the heater during further processing.

Next, the microchannels were formed on the top side of the
wafer. The wafer was taken through a photolithography step and a
reactive ion etching �RIE� oxide removal process to mask certain
areas on the wafer, which would not be etched during the deep
reactive ion etching �DRIE� process. The wafer was consequently
etched in a DRIE process, and silicon was removed from places
not protected by the photoresist/oxide mask. The DRIE process
formed deep vertical trenches on the silicon wafer with a charac-
teristic scalloped sidewall that had a peak-to-peak roughness of
�0.3 �m. A profilometer and SEM were used to measure and
record various dimensions of the device.

The wafer was flipped and the backside was then processed to
create an inlet, outlet, side air gap, and pressure port taps for the
transducers. A photolithography followed by a buffer oxide etch-
ing �BOE� �6:1� oxide removal process was carried out to create a
pattern mask. The wafer was then etched through in a DRIE pro-
cess to create the fluidic ports. Next, electrical contacts/pads were
opened on the backside of the wafer by performing another round
of photolithography and RIE processing. Finally, the processed
wafer was stripped of any remaining resist or oxide layers and
anodically bonded to a 1-mm thick polished Pyrex �glass� wafer to
form a sealed device. After successful completion of the bonding
process, the processed stack was die-sawed to separate the devices
from the parent wafer.

The MEMS device was packaged by sandwiching it between
two plates. The fluidic seals were forged using miniature “o
rings,” while the external electrical connections to the heater were
achieved from beneath through spring-loaded pins, which con-
nected the heater and thermistors to electrical pads residing away
from the main microchannel body.

4 Experimental Test Rig and Procedure

4.1 Experimental Test Rig. The setup, shown in Fig. 3, con-

sisted of three primary subsystems: the flow loop section, the
instrumentation, and a data acquisition system. The test section
housed the MEMS-based microchannel devices and its fluidic and
thermal packaging module. The microchannel device was
mounted on the fluidic packaging module through o rings to en-
sure a completely leak-free system. The fluidic packaging deliv-
ered the working fluid and provided access to the pressure trans-
ducers. The heater, which was fabricated on the device backside,
was wired �through electric pads� to the power supply.

The main flow loop included the microchannel device, a pulse-
less gear pump, a reservoir consisting of a deaerator unit, and a
heating element to control the inlet temperature, a flow meter, and
a dissolved-oxygen meter �for use with water�. The microheater
was connected to a power supply with an adjustable dc current to
provide power to the device. The inlet pressure and test-section
pressure drop were collected, and the flow patterns at cavitating
conditions along the microchannels were recorded by a Phantom
V4.2 high-speed camera �maximum frame rate of
90 000 frames/sec, and 10-�s exposure time� mounted over a
Leica DMLM microscope.

4.2 Experimental Procedures and Data Reduction. The
deionized water flow rate was fixed, and the exit pressure was
reduced until the desired cavitating conditions were obtained. A
Dissolved Oxygen Concentration �DOC� level of 8.7 ppm was
maintained during all experiments, which is the saturation concen-
tration of water at atmospheric conditions. The measurements
were performed through an Omega DOB-215 dissolved-oxygen
sensor. Experiments were conducted after steady flow conditions
were attained at exit pressures corresponding to the desired cavi-
tating condition. First, the electrical resistance of the device was
measured at room temperature. Thereafter, voltage was applied in
2-V increments to the heater, and the current/voltage data were
recorded, along with pressure data from the inlet and exit pressure
ports once steady state was reached. The power was switched off
when the temperature difference between the average heater sur-
face temperature and the ambient temperature exceeded �100°C.
Flow visualization through the high-speed camera and microscope
complemented the measured data and enabled the characterization
of flow patterns prevailing along the microchannels. Images of
flow patterns were recorded at both adiabatic and diabatic tests for
each operating condition.

Data obtained from the voltage, current, and pressure measure-
ments were used to calculate the cavitation indices, heat transfer
coefficients, and Euler numbers.

The pressure data from the inlet and outlet were used to obtain
the dimensionless cavitation index, which is a prime parameter in
the study of cavitation, using the following expressions:

� =
pe − pv

1

2
�u2

�1�

The electrical input power and heater resistance, respectively,
were determined with

P = V � I �2�

and

R = V/I �3�

The heater electrical resistance—temperature calibration curve
�Fig. 4� was used for determining the heater temperature �Theater�.
To calculate the heat transfer coefficient, the wall temperature
adjacent to the water at the base of the microchannel must be
known, and therefore was calculated as follows:

T = Theater −
�P − Q̇loss�t

ksAp
�4�

Fig. 3 Experimental setup
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The exit single-phase fluid temperature was calculated with a
calorimetric balance, and the average fluid temperature is ex-
pressed as:

TF =
Ti + Te

2
�5�

Assuming that the walls of the channels behaved as one-
dimensional fins with an adiabatic tip, the power input was related
to the average heat transfer coefficient in the channel:

P − Q̇loss = �0Ath�T − TF� �6�

where �0 is the overall surface effectiveness of the microchannel
configuration:

�o =
N� fAf + �At − NAf�

At
�7�

where

� f =
tanh�mH�

mH
m =�h2�L + W�

ksWL
Af = 2HL �8�

Equations �5�–�7� were used to evaluate h by performing an itera-
tive scheme.

The exit quality was calculated using a caloric balance:

xe =
�P − Q̇loss� − ṁcp�Tsat − Ti�

ṁhfg

�9�

The uncertainties of the measured values, which are provided in
Table 1, were obtained from the manufacturer’s specification
sheets, while the uncertainties of the derived parameters were cal-
culated using the method developed by Kline and McClintock
�16�.

4.3 Heat Losses. One-dimensional fin analysis on the inlet
and exit plenum was performed to estimate heat losses from the
microheat sink. Heat loss from the bottom surface was estimated
by assuming one-dimensional conduction through a 2-mm air gap
�the gap between the chip bottom and the top electrical probe pin

block�. Heat losses from the top surface were estimated from ther-
mal losses comprised of conduction through the Pyrex substrate
and natural convection. Maximum heat losses from the top and
bottom surfaces yielded �0.02 and �0.01 W, respectively, which
were considerably smaller than the applied heater power
�10–117 W�. Thus, heat losses from the top and bottom surfaces
were neglected.

On the other hand, heat losses to the inlet and exit plenum
through conduction could not be completely neglected. To verify
the estimated heat loss, electrical power was applied to the test
section after evacuating the water from the test loop. Once the
temperature of the test section reached steady-state conditions, the
temperature difference between the ambient and test section was
recorded at the corresponding power. The temperature difference
versus the power curve was plotted and used to compare the heat
loss associated with each experimental data point to the fin analy-
sis. The results from this comparison showed very good agree-
ment. Thus, the measured heat loss was subtracted from the total
heat supplied to the heat sink under forced flow conditions, and

Table 1 Uncertainties in variables used in uncertainty analysis

Uncertainty Error

Flow rate, Q �for each reading� 1.0%
Voltage supplied by power source, V 0.5%
Current supplied by power source, I 0.5%
Ambient temperature, Tamb

0.1°C
Electrical power, P 0.7%
Electrical resistance, R 0.7%

Average temperature, T̄ 1.0°C

Exit pressure, pe
0.8 kPa

Cavitation index, � 2.4%

Heat transfer coefficient, h̄ 4.5%

Fig. 4 Heater electrical resistance-temperature calibration
curve

Fig. 5 Heat loss curve for cavitating conditions

Fig. 6 CAD drawing of flow patterns
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the corresponding values were used in subsequent analyses of the
data reduction. A heat loss curve for the cavitating flow conditions
is shown as a sample in Fig. 5.

5 Results and Discussion

5.1 Adiabatic Flow. Single-phase flow and three assorted
cavitating conditions corresponding to different cavitation num-
bers were investigated in the current study. The cavitation number
was modulated by adjusting the exit pressures to 101 kPa �single-
phase�, 40, 21.4, and 7.8 kPa. With the decrease in cavitation

index, the system becomes more susceptible to cavitation, and at a
critical cavitation number �incipient cavitation number� of 0.253
inchoate bubbles emerge. Thereafter, any further reduction in the
cavitation number only serves to provide cavitating flows of in-
creasing intensity.

Five principal flow patterns prevailed in the microdevice during
testing: liquid single-phase, liquid jet, transition region �rapid
mixing�, annular �wavy annular�, and bubbly �Fig. 6�. Flow pat-
terns observed in the present multichannel device agreed well
with previously documented flow patterns in a single micro-orifice
device �3�, and generally depended on the cavitation number and
the downstream location from the constriction element.

At very high cavitation numbers �i.e., low velocities and dy-
namic heads�, the minimum static pressure in the channel is in-
sufficient to trigger cavitation and liquid single-phase flow pre-
vails in the channel. When the minimum pressure in the system
reaches a critical value, it promotes cavitation �cavitation incep-
tion�, where the cavitation intensity and extent are limited. A fur-
ther reduction in the cavitation number succeeds in lowering the
minimum static pressure to the vapor pressure of the liquid and
forms a vapor cavity. After reaching this physical limit for flow
through orifices, any further attempt to increase the flow rate by
reducing the exit pressure is ineffective �1,2,14,15�. However,

Fig. 7 „a… Liquid jets at the inlet region for intermediate size
cavities „�=0.11…. „b… Zoom in to the inlet region for intermedi-
ate size cavities „�=0.11….

Fig. 8 Short cavity at the inlet region „�=0.223…

Fig. 9 Elongated bubbles near the exit region at adiabatic con-
dition „�=0.0282…

Fig. 10 Bubbly flow at the exit region for short cavities at adia-
batic condition „�=0.223…
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various hydrodynamic cavitating flow patterns are detected de-
pending on the cavitation number. In the present study, tests were
conducted either during single-phase flow or under cavitating con-
ditions sufficient to sustain two-phase flows that extended
throughout the microchannel.

For a given cavitation number, several flow patterns can coexist
depending on the longitudinal location downstream from the
micro-orifice. Also, variations between channels were occasion-
ally observed. A stable liquid jet emanated from the orifice exit
and stretched several hydraulic diameters �depending on the cavi-
tation number� downstream of the orifice, as shown in Figs. 7 and
8. Alongside the main jet, a thin liquid layer around the twin
cavities was formed on the channel sidewalls. Further down-
stream, the flow became unstable, rapid shedding of vapor slugs
were detected, and the void fraction was strongly time dependent,
resulting in extensive flow agitation and mixing, which is termed
the “transition flow pattern.” The rapid mixing stabilized �to an
extent� and gave rise to a solitary vapor bubble. Thus, a wavy
annular flow pattern was established �Fig. 9�. The vapor then
broke up into smaller bubbles and exited the channels as a two-
phase bubbly flow pattern for all cavitating conditions examined
in the current study �Fig. 10�. Figure 11 depicts a flow pattern map
as a function of the cavitation number and the longitudinal
location.

The Euler number, Eu, as a function of the cavitation index is
shown in Fig. 12. As discussed by Mishra and Peles �1,2�, to
promote the formation of supercavitating flow in micro-orifices, a
relatively minor decrease in the cavitation index beyond cavitation
inception conditions is required. Furthermore, the additional in-
crease in the pressure drop required to reduce the cavitation num-
ber corresponding to supercavitation is comparatively minor.

Thus, it can be concluded that the promotion and growth of su-
percavitating flow patterns come with a miniscule pressure drop
penalty.

5.2 Diabatic Flow. Figure 13 depicts the average surface
temperature as a function of heat flux for noncavitating and cavi-
tating flow patterns at mass velocities of 1814 kg/m2 s. As can be
seen, a significant reduction in the surface temperature was ob-
tained by promoting cavitating flows. In addition, comparable sur-
face temperature was notable for all cavitating conditions. While
the linear temperature increase of the noncavitating flow can be
fully predicted by assuming constant heat flux conditions �17�, the
temperature-heat flux characteristics of the cavitating flows re-
quire further clarifications, which can be obtained by evaluating
the heat transfer coefficient trends and visualization of the flow
patterns. As shown in Fig. 14, the average heat transfer coefficient
for both the cavitating and noncavitating flows was fairly constant
up to �400 W/cm2. From 383 to 558 W/cm2, the heat transfer
coefficient gradually increased for cavitating conditions, and then

Fig. 11 Flow map under adiabatic conditions

Fig. 12 Dimensionless pressure drop as a function of cavita-
tion index

Fig. 13 Average surface temperature as a function of effective
heat flux „�=0.586 for noncavitating conditions, �=0.028, 0.11,
0.223 for cavitating conditions…

Fig. 14 Heat transfer coefficients at cavitating „�=0.0282… and
noncavitating conditions „�=0.586…
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reached a plateau.
It is well documented and correlated that with an increase in

heat flux on a heated tube, flow pattern transitions occur and the
void fraction significantly increases. As a result, a significant in-
crease in the pressure drop is required to propel the flow with
increasing heat flux. However, in the present study, the pressure
drop varied little with heat flux. Furthermore, while the flow pat-
terns were strongly affected by the cavitation number, flow visu-
alization studies revealed no significant transition in the flow mor-
phology �for a fixed cavitation number� as the heat flux was
varied. This is evident when comparing the flow pattern map for
adiabatic conditions �Fig. 11� and for q�=383 W/cm2 �Fig. 15�.
The main difference is that the bubbly flow pattern moderately
extended and occupied a larger portion of the channel compared
to adiabatic conditions. Nevertheless, at high heat fluxes, bubble
nucleation was observed in the channel at the exit region �Fig.
16�, and to some extent the void fraction seemed to increase �at
the exit�.

It is worth noting that with an increase in the heat flux the
liquid temperature rose, which effectively reduced the cavitation
number. However, since the established cavitating flow patterns
are less dependent on the cavitation index than the longitudinal
location downstream of the orifice, the increased flow temperature
is expected to be less significant in dictating cavitation flow pat-
terns, as long as the cavitation number is below a critical value. It
can be concluded that the flow patterns and for the most part the
void fraction were less affected by boiling phase change, and cavi-
tation events �not boiling� dominated the hydrodynamic flow field.

Attributing the morphological flow field solely to cavitation im-
plicitly implies that the heat transfer mechanism was controlled by
cavitation events and was independent of the thermal conditions.

Flow patterns are commonly linked to the mechanisms domi-
nating heat transfer under various thermal-hydraulic conditions.
The cavitating flow map �Fig. 15� provides a useful means to
determine the heat transfer mechanisms pertaining to various con-
ditions, and several fundamental mechanisms can be hypothesized
to predominate depending on the cavitation number, longitudinal
location downstream of the orifice, and to a very limited extent the
heat flux. These mechanisms are as follows:

• Single-phase convection
• Two-phase convective evaporation
• Nucleate boiling

From flow visualization studies and the independence of the
average heat transfer coefficient on the heat flux at low and mod-
erate heat fluxes, it can be concluded that convective heat transfer
predominates the thermal mechanism for q��400 W/cm2. How-
ever, the prime convective mode �i.e., convective evaporation or
liquid single-phase convection� responsible for the heat transfer
enhancement, as evident from Fig. 15, was not identified. The heat
transfer rate directly consumed by phase change at the thin liquid
film/vapor interface was not determined.

Even if the liquid single phase can be related to the thermal
augmentation, the hydrodynamic field assumes several forms,
which can affect the heat transfer rate. The heat transfer coeffi-
cient could vary depending on the location in the channel. How-
ever, the average heat transfer coefficient seemed to be indepen-
dent of the flow pattern �as long as two-phase flow was present
throughout the channel� established under different cavitation
numbers. This might suggest that the heat transfer coefficient of
the various flow morphologies is comparable �relative to single-
phase channel flow�, at least under the conditions investigated in
the present study.

All three liquid convective heat transfer modes �liquid jet, an-
nular, and transition flow patterns� are hypothesized to contribute
to the heat transfer enhancement relative to noncavitating flow
conditions. The annular and liquid jet flow patterns are analogous
to annulus flow inside a concentric tube. As discussed by Kays

Fig. 15 Flow maps under diabatic conditions „q�
=383 W/cm2

…: „a… based on the distance from the inlet, „b…
based on local mass quality

Fig. 16 Nucleation at the exit region for short cavities „�
=0.223, q�=383 W/cm2

…
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and Parkins �18�, the concentric arrangement has a minor to mod-
erate effect on the Nusselt number of the outer tube. However,
because the hydraulic diameter for concentric annulus is directly
proportional to the gap size, the heat transfer coefficient signifi-
cantly increases with the reduction of the liquid layer thickness,
and therefore heat transfer is augmented. Collier and Thome �19�
used the above argument to explain the increased heat transfer
coefficient during annular two-phase flow in comparison to single-
phase liquid flowing alone in the channel. The transition flow
pattern promotes intense liquid mixing and consequently enhances
advection, which results in higher heat transfer coefficients. Addi-
tionally, the intense mixing, together with the acceleration of the
liquid �due to a reduction in the liquid cross-sectional area�, might
promote early transition to turbulent flow �the noncavitating Rey-
nolds number is 580 at 35°C�, and therefore enhances heat
transfer.

Although nucleate boiling is included in the above categoriza-
tion, its dominance was expected to be very limited and restricted
to the exit region at high heat fluxes. The average heat transfer
characteristics certainly do not lend support for the dominance of
nucleate boiling at least at low to moderate heat fluxes �up to
�400 W/cm2�. However, the moderate increase in the heat trans-
fer coefficient at heat fluxes above �400 W/cm2 �Fig. 14� might
be indicative of significant bubble nucleation due to boiling �and
subsequent heat transfer enhancement� at the exit region �Fig. 16�.
Nonetheless, before any conclusion can be drawn, local tempera-
ture measurements are required to fully validate/invalidate the im-
portance of nucleate boiling in controlling heat transfer at the exit
region. Table 2 provides a summary of the heat transfer modes
dominating at various geometrical and cavitating conditions.

6 Conclusions
Hydrodynamic cavitation in microchannels under various adia-

batic and diabatic conditions were studied and its effect on heat
transfer was evaluated. The main conclusions drawn from this
study are as follows.

�1� Significant heat transfer enhancement, an increase of ap-
proximately 67%, was obtained under supercavitating
flow conditions in comparison to noncavitating flow
conditions for the same mass velocity. Once supercavi-
tating flow conditions were instigated, no further heat
transfer enhancement was obtained with the reduction
of the cavitation index.

�2� Minor deviation �1%–1.5%� in the pressure drop be-
tween single-phase flow and supercavitating flow con-
ditions were registered. These results compared favor-
ably with previous studies on cavitation in
microsystems.

�3� Flow patterns in the multipassage microchannel device
used in this study showed a similarity to previously re-
ported patterns in a single micropassage device �3� un-
der adiabatic conditions, and were dependent on the
cavitation number and the longitudinal location in the
channel.

�4� Flow patterns under diabatic and adiabatic flow condi-
tions were similar.

�5� Nucleate boiling heat transfer mechanism appeared to
be less dominant than convective boiling at low and
moderate heat fluxes �q��400 W/cm2�. However, at
high heat fluxes, nucleate boiling dominated at the exit
region.

�6� Although the pressure drop required to instigate cavita-
tion was relatively large �200–600 KPa�, in the current
configuration �inlet orifices�, other methods to promote
cavitation while maintaining a low pressure drop can be
considered and should be sought to exploit the advan-
tages of this enhanced heat transfer method.
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Nomenclature
Af � Total fin surface area, m2

Ap � Planform area �surface area of silicon block�,
m2

At � Total heat transfer area �Ab+� fAf�, m2

Eu � Euler number ��p / �1/2�u2��
G � Mass velocity, kg m−2 s−1

h̄ � Average heat transfer coefficient, W m−2°C−1

H � Channel height, fin height, m
I � Electrical current, Amps

ks � Thermal conductivity of the silicon block,
W m−1°C−1

L � Channel length, m
m � Fin parameter in Eq. �8�
N � Number of microchannels
P � Electrical power, W
pe � Exit pressure, kPa
pi � Inlet pressure, kPa
pv � Vapor pressure, kPa
Pr � Prandtl number
q� � Heat flux, W cm−2

Q̇loss � Heat loss, W
R � Electrical resistance, 	
t � Thickness of the silicon block, m

T � Temperature, °C

T̄ � Average surface temperature, °C
Te � Exit temperature, °C

T̄F � Average fluid temperature, °C

Table 2 Heat transfer modes in the current study

Cavitating
conditions

Heat transfer
mechanism Comments

Noncavitating Single-phase
convection

Cavitating Single-phase
convection

Liquid jet at the inlet, wavy annular flow, and mixing in
the flow transition region are responsible for this mode of heat transfer

Cavitating Convective
evaporation

This mode of heat transfer exists at the boiling portion of microchannels
�near the exit� and accounts for the convective part of boiling heat transfer

Cavitating Nucleate boiling Bubble nucleation from channel walls constitutes this
mode of heat transfer and becomes significant near the

exit region at large heat fluxes
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T̄heater � Average heater surface temperature, °C
Ti � Inlet temperature, °C
u � Liquid velocity at the inlet restrictor, m/s
V � Electrical voltage, V
W � Channel width, m
x � Local mass quality
z � Axial distance from the inlet, m

Greek
�p � Pressure drop, kPa
� f � Fin efficiency
�0 � Overall surface efficiency
� � Density kg m−3

� � Cavitation number

Subscript
amb � Ambient

e � Exit
F � Fluid
f � Fin
i � Inception, inlet
s � Surface
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Pool Boiling Using Thin Enhanced
Structures Under Top-Confined
Conditions
An experimental study of pool boiling using enhanced structures under top-confined
conditions was conducted with a dielectric fluorocarbon liquid (PF 5060). The single
layer enhanced structures studied were fabricated in copper and quartz, had an overall
size of 10�10 mm2, and were 1 mm thick. The parameters investigated in this study
were the heat flux �0.8–34 W/cm2� and the top space S �0–13 mm�. High-speed visu-
alizations were performed to elucidate the liquid/vapor flow in the space above the
structure. The enhancement observed for plain surfaces in the low heat fluxes regime is
not present for the present enhanced structure. On the other hand, the maximum heat flux
for a prescribed 85°C surface temperature limit increased with the increase of the top
spacing, similar to the plain surfaces case. Two characteristic regimes of pool boiling
have been identified and described: isolated flattened bubbles regime and coalesced
bubbles regime. �DOI: 10.1115/1.2349503�

1 Introduction
Nucleate pool boiling, a very efficient way of transferring heat

from a surface to a stationary bulk liquid, can be further intensi-
fied using enhanced structures �1–3�. Most of the published stud-
ies on this topic have treated only the unconfined case, that is, the
movement of vapor/liquid was unrestricted around the structure.
Pool boiling in confined spaces has applications in electronics
cooling, where the available space is at a premium. Thus the as-
sessment of boiling heat transfer under tight spatial constraint
conditions, and its comparison with the open top case, is of sig-
nificant importance.

Nucleate pool boiling from plain surfaces in narrow spaces con-
stituted the subject of several experimental investigations, starting
with the pioneering work of Katto and Yokoya �4� and Katto et al.
�5�. They investigated the pool boiling of water in the narrow
space created between two parallel, horizontal discs of 10 mm
diameter brought in close proximity. For low to intermediate heat
fluxes, the top confinement has a surprisingly beneficial effect,
enhancing the heat transfer. The reason for the enhancement is
believed to be the formation and subsequent evaporation of a thin
liquid film beneath the squeezed bubbles. On the other hand, the
performance decreases in the high heat flux regime. The magni-
tude of the critical heat flux is also diminished with increased
confinement. Ishibashi and Nishikawa �6� studied the boiling in an
annular vertical narrow space between two concentric cylinders,
one heated and one not. Two flow regimes �isolated bubbles and
coalesced bubbles� were identified. A correlating expression was
also proposed. Yao and Chang �7� developed a boiling map having
the Bond number and a specially defined boiling number as coor-
dinates. Several boiling regimes �termed isolated deformed
bubbles, slightly deformed bubbles and coalesced deformed
bubbles� were identified based on visual observations. Fujita et al.
�8� performed systematic experiments on heat transfer character-
istics of pool boiling in a confined space formed between a rect-
angular heating surface and an opposed unheated plate. The heat
transfer coefficients were found to increase with decrease of gap
size at moderate heat fluxes. Bonjour and Lallemand �9� identified
three regimes �nucleate boiling with isolated deformed bubbles,
nucleate boiling with coalesced bubbles, and partial dryout� for

boiling in a narrow rectangular vertical space. A new flow pattern
map for confined boiling was proposed to determine the regimes.

The vast majority of studies dealing with boiling from en-
hanced surfaces were performed in an unconfined space. Very few
authors investigated boiling from enhanced surfaces under spatial
constraints. Nowell et al. �10� studied the influence of a confining
plate on boiling FC-72 from a microconfigured heat sink. The heat
sink was manufactured by etching discrete reentrant cavities in a
silicon wafer. Five different gap sizes were tested �unconfined, S
=1 mm, S=2 mm, S=4 mm, S=6 mm�. The thermal performance
decreased significantly for S=1 mm, whereas all the other gap
sizes tested yielded approximately the same results as the uncon-
fined case, within experimental uncertainty. Ramaswamy et al.
�11� found that the top and side spacings have only a marginal
effect on the boiling performance of a stack of six layers of struc-
tures of the present form �Fig. 1�. A possible explanation for no
marked difference between the various gap sizes is the three-
dimensional morphology of the structure under consideration.
Each layer contributes to the total heat flux so that constricting the
top alone does not affect the thermal performance in a significant
way. Chien and Chen �12� were apparently the only authors to
study the effect of confinement from a single-layered enhanced
structure. They tested a structure having cross-grooves in a special
dielectric liquid �HFC 4310� at 75.5°C. The effective surface
opening diameter and the total opening area were the most influ-
ential parameters for the boiling performance. A slight enhance-
ment of heat transfer for confined case versus the unconfined case
was noticed at low heat fluxes. In summary, no significant heat
transfer enhancement resulting from top confinement could be re-
corded, for the range of heat fluxes tested.

The previously mentioned studies employing enhanced struc-
tures under constraint did not include visualizations of the boiling
phenomena. Therefore, the specific heat transfer mechanisms were
hypothesized based on the limited information offered by the boil-
ing curves. The present study aims at a deeper understanding of
the physics underlying the boiling under top confinement using
enhanced structures. The gap between the enhanced structure and
the confinement plate constitutes the main geometrical parameter
varied in several steps. Boiling curves and high-speed visualiza-
tions of the boiling at a maximum frame rate of 2100 frames/s
were obtained to elucidate the complicated boiling phenomena.
The objectives of this study are therefore to

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received October 14, 2005; final manuscript re-
ceived June 16, 2006. Review conducted by Raj M. Manglik.

1302 / Vol. 128, DECEMBER 2006 Copyright © 2006 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



a. clarify the influence of top confinement on boiling heat
transfer from enhanced structures,

b. elucidate the heat transfer mechanisms through high-
speed visualizations, and

c. characterize the boiling phenomena by identifying the re-
gimes �modes� established for different top gaps and heat
flux levels.

2 Experimental Setup and Procedure
A schematic diagram and optical micrographs of the enhanced

structures utilized in this study are presented in Fig. 1. The struc-
tures were single layered and fabricated in copper and quartz with
the overall dimensions 10�10�1 mm3. Detailed geometrical pa-
rameters are presented in Table 1. The single-layered structures
were placed in a horizontal position inside a thermosyphon loop
consisting of an evaporator chamber, connecting tubes, and a con-
denser. Figure 2�a� shows the cartridge heater assembly attach-
ment to the structure, which was utilized for heating and surface
temperature measurement. Four copper-constantan sheathed ther-
mocouples �0.127 mm wire diameter� were embedded in the cop-

per rod housing the cartridge heater, starting 4 mm below the
enhanced structure. The thermocouples were used to calculate the
temperature at the base of the enhanced structure �by extrapola-
tion� as well as the heat flux at the base of the enhanced structure,
assuming one-dimensional heat conduction. In calculating the heat
flux, a value of k=388 W/m·k was used for the thermal conduc-
tivity of copper, as indicated by the material vendor. For quartz,
the value employed was k=1.2 W/m·K. A more detailed discus-
sion on structure fabrication and experimental setup can be found
in a previous paper published by the authors �3�. A quartz tube
having a square cross section was mounted vertically above the
enhanced structure. This device permitted the variation of the top
spacing S �Fig. 2�b��. A square quartz plate with the same dimen-
sions as the enhanced structure �10�10�1 mm3� was attached at
one end of the tube and served as the confining surface/
visualization port.

Prior to each experimental run, the setup components were
cleaned with ethanol. After the cleaning, the thermosyphon loop
was filled with a fresh quantity of PF 5060. A note should be made
about the wettability of the working fluid. The dielectric fluoro-

Fig. 1 Enhanced structures used in this study. „a… Frontal view of structure C-0.105-0.7. „b…
Magnified micrographs of two top channels of the structure C-0.105-0.7. „c… Pore formation at
the intersection of microchannels. „d… Magnified lateral view of the quartz structure Q-0.200-0.7.
„e… Magnified top view of the quartz structure Q-0.200-0.7.

Table 1 Geometric characteristics of the structures employed in the present study

Structure
identification

Channel width
Wt �mm�

Channel pitch
Pt �mm�

Channel depth
Ht �mm�

Top spacing
S �mm�

C-0.105-0.7 0.105 0.70 0.6 0, 0.15, 0.35, 0.6, 0.7, 1, 1.75, 13
Q-0.105-0.7 0.105 0.70 0.6 0.5
Q-0.200-0.7 0.200 0.70 0.6 0.5
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carbons have an extremely low contact angle with most surface
materials. For PF 5060 with copper, the value cited in literature is
less than one degree �13�. The pool of liquid was kept at saturation
��56°C at 1 atm� during the experiments. For heat inputs q
�5 W �heat flux 4.8 W/cm2� through the copper rod, saturated
boiling conditions existed. For lower heat inputs four auxiliary
heaters �shown in Fig. 2�b�� were employed in the boiling cham-
ber, in addition to the main heater, to maintain saturation condi-
tions throughout the run. A degassing operation preceded every.
During degassing the system pressure was always the atmospheric
pressure, while an electrical power input of �10 W was applied
via the cartridge heater. The liquid was boiled vigorously for
about one hour, and then allowed to cool down until it reached
room temperature. During the cooling period, the thermosyphon
loop was isolated from the atmosphere. This procedure prevented

some of the desorbed gases to get absorbed again in the liquid. It
also ensured that the dissolved gas concentration was the same at
the beginning of every run �see Ref. �3��.

The electrical power to the cartridge heater was provided in
decrementing steps to avoid possible hysteresis effects. The tem-
peratures at various locations on the cartridge and the fluid bulk
were monitored continuously. After reaching steady state, defined
as the temperature at all locations remaining within a band of
2°C, temperatures were recorded for 35 min and mean values
were subsequently used to determine the surface temperature and
the heat input. The electrical power input was calculated by mul-
tiplying the voltage drop across the heater with the line current.
The heat loss �defined as the difference between the electrical
power input and the heat input� was always within 10%. The heat
flux was calculated based on the area of the structure footprint
�10�10 mm2�. The experiments were performed for power inputs
resulting in a maximum temperature at the base of the enhanced
structure of 85°C. This simulates conditions of interest in cooling
of silicon-based electronic devices.

A Phantom high-speed CCD camera was used for visualization
purposes. For stability and alignment purposes, a tripod equipped
with a multi-axis bubble level supported the camera. The camera
can capture a maximum of 1000 frames per second at full resolu-
tion �512�512 pixels�. With a reduction in the field of view,

Fig. 2 Schematic of the setup: „a… heater assembly and „b…
boiling chamber with the visualization tube

Fig. 3 Boiling curves for various top gaps. The lines delineate
the observed flow regimes.

Fig. 4 Comparison between present data and Chien and Chen
†12‡ data.

1304 / Vol. 128, DECEMBER 2006 Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



higher frame rates can be achieved. A range of frame rates �mini-
mum 100 fr/ s, maximum 2100 fr/ s� was employed. A zoom lens
�Navitar 12�Zoom� attached to the camera through an adapter
�Navitar 0.67�� was used to magnify the area of interest and work
at close distances to the enhanced structure. The lens is capable of
a variable magnification of 1–12 times the original size of the
object. A 150 W Moritex fiber optic light source was used for
providing light to the structure. Movies and still pictures were
taken from the top and sides of the structures. After capture, the
movies were played back at slower speed. From the movies se-
lected frames �single pictures� were extracted.

3 Measurements and Uncertainty Analysis
The thermocouples and the data acquisition system were cali-

brated against a precision mercury thermometer at ice point to an
uncertainty of 0.1 K. The precision resistor employed for current
measurement was accurate to 1%. The uncertainty in the channel
width �5 �m� was due to the uneven width with the depth. The
uncertainty in the top spacing S was estimated at 25 �m. The
resulting maximum uncertainty in the heat flux was ±15% at low
heat fluxes �with over 85% of the data within ±10%�. The uncer-
tainty in the wall superheat values was ±0.2 K.

4 Results

4.1 Boiling Curves. The boiling curves obtained for various
top gaps for the copper structure C-0.105-0.7 are presented in Fig.
3. The presence of a confining plate at a certain distance above the
top surface of the enhanced structures changes the shape of the
boiling curve relative to the open top case. The plate restricts the
vapor/liquid movement above the structure; it is therefore ex-
pected that the boiling phenomena will differ from the open top
case. For an open case configuration, the vapor rises unrestricted
towards the free surface of the liquid pool. With a confining plate,
the vapor accumulates at the top quartz surface prior to leaving
laterally.

The shift to the left of the boiling curves with increasing S
indicates improvement in heat transfer performance, nearly ap-
proaching the unconfined pool boiling performance for S
=13 mm. Two features are particularly remarkable from the ex-
amination of the boiling curves. First, the enhancement of heat
transfer over the open case at low heat fluxes is no longer present.
This result is in contrast with the data reported for plain surfaces
�3–5�, but similar to the findings of previous investigations involv-
ing enhanced structures �10,12�. The particularity of boiling from
enhanced structures is the generation of vapor primarily inside the
structure, followed by its ejection into the surrounding pool. The
nucleation is therefore replaced by expulsion from specific loca-
tions. A possible explanation for the lack of enhancement is based
on the fact that enhanced evaporation is already taking place in-
side the structure. The nature of the working fluids employed also
plays a significant role. For PF 5060, the latent heat of vaporiza-
tion is very low �hfg=88 kJ/kg at atmospheric pressure� com-
pared to coolants such as water.

The second characteristic feature in Fig. 3 is the decrease in
performance with decreasing S at high heat fluxes. The largest
heat flux attainable �with the wall temperature maintained below
85°C� increased with the increase of the top spacing. This value
was not known a priori; therefore a trial and error method was
applied to arrive at the highest value of q� with the maximum
surface temperature of 85°C. For S=0.15 mm, the highest heat
flux is q�=12.2 W/cm2. This value increases to q�
=26.6 W/cm2 for S=1.75 mm. A top space of 13 mm ensures a
similar performance at high heat fluxes as for open top.

The shapes of the boiling curves plotted in Fig. 3 reflect the
effect of confinement on the boiling from enhanced structures. For
S=0 mm �completely closed top� the curve is almost linear �in
log-log coordinates�. As the top gap increases, the corresponding
boiling curves deviate from the linearity. A common characteristic
of curves for S=0.35–1.75 mm is their S shape. At low heat
fluxes the curves are almost linear with a steep slope yielding a
high heat transfer coefficient. For the intermediate range of heat
fluxes the curves become concave. The slope of the curve de-
creases corresponding to a decrease in performance. This decrease
in performance can be attributed to a change in the liquid/vapor
conditions in the space above the enhanced structure. The increase
in vapor production is not doubled by a corresponding increase in
the vapor release capability. This creates an almost stationary va-
por blanket on top of the enhanced structure, as seen in the visu-
alizations later. An almost vertical region follows the concave
portion of the boiling curve. It is believed that a very efficient
�high heat transfer coefficient� mode of boiling, valid for a narrow
range of heat fluxes and top gaps, is established. Finally, the
curves take a convex, descendent form.

Figure 3 also includes a boiling curve for structure Q-0.105-0.7.
The results correspond to a top gap S=0.5 mm. The curve dis-
plays the expected decrease in thermal performance due to the
additional thermal resistance of the transparent enhanced
structure.

A comparison of the present boiling data and the results of
Chien and Chen �12� is presented in Fig. 4. A set of data from the
current investigation �for S=0.6 mm� is plotted along with a boil-

Fig. 5 Temperature traces at steady state „structure C-0.105-
0.7, q�=12 W/cm2

…. „a… S=0.35 mm. „b… S=1 mm. „c… S
=1.75 mm. „d… S=13 mm.
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ing curve from their study �for S=0.5 mm�. The authors did not
report data for heat fluxes q��3 W/cm2. For intermediate heat
fluxes �4 W/cm2�q��14 W/cm2� their enhanced structures ex-
hibited a much better heat transfer performance. The two curves
intersect at higher heat fluxes �14 W/cm2�q��. Several differ-
ences in the experimental conditions should be mentioned: the
Chien and Chen data are obtained with cross-grooved enhanced
structures placed vertically in a pool of HFC4310 at saturation
�Tsat=75.5°C at atmospheric pressure�. The vertical configuration
may have a beneficial effect on the heat transfer performance, due
to buoyancy induced circulation. The data from Chien and Chen
�12� were used for comparison in the present study as the closest
match in experimental conditions that could be found in the
literature.

The steady-state temperature measurements show interesting
characteristics. A sufficiently long time �1 hour nominally� was
allowed to pass between the application of power level and the
start of data collection. Figure 5 presents several temperature
records for q�=12 W/cm2, each corresponding to a different top
gap S. The temperature T1 was measured at a location situated
4 mm below the top surface of the copper rod. Figure 5�a� �S

=0.35 mm� shows a fairly smooth temperature profile, with one
spike of �1°C. The dominant frequency obtained using a fast
Fourier transform is 0.01 Hz. A considerable difference between
the maximum and minimum recorded temperatures ��1.5°C�
characterize the temperature recording for S=1 mm �Fig. 5�b��.
As the top gap increases, the temperature trace presents oscilla-
tions of lesser amplitude �1.2°C� �Fig. 5�c�, S=1.75 mm�. This is
probably the effect of the decreasing influence of the confining
plate on the boiling phenomena with increasing top gap S. Figure
5�d� �recorded for a maximum top gap S=13 mm� displays a tem-
perature profile with minimum/maximum values within 0.5°C.
For this last case, the dominant frequency is higher �0.04 Hz�. It
can be inferred that as the top gap increases, the vapor formations
depart move easily from the space above the structure. This fact is
reflected in the dominant frequency captured in the FFT.

4.2 Visualizations. High-speed visualizations were per-
formed from the top and sides of enhanced structures made of
both copper and quartz. The quartz plate placed parallel to the top
surface of the structure �Fig. 2�b�� permitted visualization of

Fig. 6 Visualization of boiling for top gap S=1.75 mm. „a… Individual bubbles are present, q�
=0.8 W/cm2. „b… Coalescence occurs producing bubble clusters, q�=5.7 W/cm2. „c… Almost
entire space is filled with vapor, q�=14.5 W/cm2. „d… Vapor filled space with a wavy interface,
q�=24.4 W/cm2.
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liquid-vapor conditions above the enhanced structure. The ac-
quired data consisted of movies and still pictures. The photo-
graphic observations are described in the following sections.

4.2.1 Copper Structure. The enhanced structure C-0.105-0.7
was employed for both heat transfer measurements and flow visu-
alizations. A frontal top view of the structure is presented in Fig.
1�a�. Figures 6–9 present the boiling phenomena for selected top
gaps. The top channels are seen as dark vertical lines in these
figures.

a. S=1.75 mm. Figure 6 captures representative instances
of boiling for top gap S=1.75 mm. The influence of the
confining plate is weakly felt for the low heat fluxes.
Since the distance between the confining plate and the
structure is quite large, the bubbles could be observed
forming and emerging from the structure at low heat
fluxes. Figure 6�a� presents the boiling phenomena at the
lowest heat flux tested �q�=0.8 W/cm2�. Bubbles can be
seen emerging from the subsurface pores and feeding
larger vapor formations at the top surface. The inactive
pores �the shining spots on the left side of the structure�
can also be noticed. No bubble nucleation from the top

surface of the structure was observed. With the increase
in heat flux, the vapor fills almost entirely the space
above the structure �Fig. 6�b�, q�=5.7 W/cm2�. However,
the vapor formations maintain their individuality. An
even higher level of heat flux brings about more dynamic
vapor behavior: the vapor masses coalesced almost en-
tirely, and the upper vapor/liquid interface becomes
wavy. As a result, the top surface of the enhanced struc-
ture cannot be seen clearly anymore �Fig. 6�c�, q�
=14.5 W/cm2�. The last picture of this set shows a single
vapor cluster above the structure, with a wavy interface
�Fig. 6�d�, q�=24.4 W/cm2�.

b. S=1 mm. Starting at the lowest tested heat flux �q�
=0.9 W/cm2� vapor formations could be seen accumulat-
ing at the top of the structure. These vapor masses are the
result of the coalescence of small bubbles emerging from
the pores �Fig. 7�a��. With the increase in heat flux, the
fraction of the top surface filled with vapor formations
increases. In Fig. 7�b� �q�=5.6 W/cm2� several indi-
vidual bubbles feeding the coalesced vapor regions from
underneath �top right corner� are noticeable. A higher

Fig. 7 Visualization of boiling for top gap S=1 mm. „a… Vapor covers portions of the top sur-
face, q�=0.9 W/cm2. „b… Individual bubbles are feeding the vapor formations from below, q�
=5.6 W/cm2. „c… Higher magnification view of the top channels, q�=14.5 W/cm2. „d… Boiling
phenomena at the highest tested heat flux, q�=18.3 W/cm2.
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magnification is used to illustrate specific vapor forma-
tions occurring at a higher heat flux �Fig. 7�c�, q�
=14.5 W/cm2�. Liquid droplets start to adhere to the
lower surface of the confining quartz plate. Some of the
events occurring at the highest heat flux tested are shown
in Fig. 7�d�. Remarkable are the wavy interface and the
liquid encapsulated in elongated slugs. Due to the wavy
liquid/vapor interface, the individual bubble feeding
could not be observed for this level of heat flux.

c. S=0.7 mm. Further decreasing the top gap makes the
confinement influence more pronounced. Figure 8�a� pre-
sents a side view of phenomena occurring at q�
=0.8 W/cm2. This lateral view shows two bubbles
emerging from the structure and feeding the vapor space
above. The bubbles are bell-shaped. For better visibility,
these are marked with black lines. At a higher heat flux
�q�=3.8 W/cm2� vapor formations occupy the majority
of the top space, with some individual bubbles still vis-
ible �Fig. 8�b��. At higher heat flux the upper liquid/vapor
interface becomes wavy, with some liquid droplets resid-
ing on the surface of quartz plate facing the enhanced
structure �q�=7.6 W/cm2�. At a much higher heat flux,

liquid portions taking the shape of slugs entrapped in the
vapor mass are noticed �Fig. 8�d��. �q�=16.5 W/cm2�.

d. S=0.35 mm. A sequence of 8 frames captured at a rate of
500 frames/s is presented in Fig. 9�a�. It shows the
growth and coalescence of two individual flattened
bubbles for q�=0.9 W/cm2. The frames presented are
4 ms apart, except the last two, which are 2 ms apart. The
limited space available above the structure forces the
bubbles to grow laterally. At some point, coalescence oc-
curs and larger vapor clusters form. Another feature re-
vealed by the visualizations was the existence of thin
liquid films between the top surface of the structure and
the vapor mass �Fig. 9�b�, q�=5.8 W/cm2�. The edges of
the films are more clearly seen in Fig. 9�c� �q�
=14.3 W/cm2�. Liquid entrapment in the form of slugs
takes place; such a formation is visible at the bottom of
the image.

4.2.2 Quartz Structures. Intrinsic limitations restrict the
amount of information offered by visualizations from the copper
enhanced structure. The accessible regions are the envelope sur-
faces of the structure and partially the top channels. The use of a

Fig. 8 Visualization of boiling for top gap S=0.7 mm. „a… Lateral view of two bubbles entering
the vapor mass, q�=0.8 W/cm2. „b… Coalesced vapor formations occupy much of the top space,
q�=3.8 W/cm2. „c… Wavy interface, droplets on top surface, q�=7.6 W/cm2. „d… Liquid plugs
entrapped in the vapor mass, q�=16.5 W/cm2.
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transparent material for the enhanced structures can extend the
field of view and lead to a qualitative understanding of the two-
phase phenomena occurring in the interior of the structure. Quartz
was chosen for the current investigation due to its easy manufac-
turability. The detailed geometrical dimensions for the quartz
structures employed in the current study are included in Table 1.
Figures 1�d� and 1�e� illustrate magnified lateral and frontal views
of two top channels of the quartz structure Q-0.200-0.7.

The visualizations, performed from above the structure, provide
useful insights. Due to the transparent nature of quartz, the bottom
channels are available for optical investigation. In Fig. 10, S
=0.5 mm, the top channels are oriented vertically and the bottom
channels horizontally. Boiling started at discrete sites located on
the heated surface of the bottom channels. Once a nucleation site
becomes active, the vapor bubble, bounded by the channels walls,
expands laterally and towards the top channels through the pores.
The vapor takes the shape of an elongated slug, which advances
and retreats periodically. The region above the structure is only
partially occupied by flattened vapor bubbles �Fig. 10�a�, q�
=1.8 W/cm2�. No vapor formation can be seen in most of the

channels. Maintaining the same heat flux, a higher magnification
view �Fig. 10�b�� allows the observation of liquid films formed
between the advancing vapor slug and solid walls. The slug forms
below a vapor formation situated in the top gap formed between
the enhanced structure and the confining quartz plate. The in-
crease in heat flux increases the quantity of vapor produced in the
bottom channels and released towards the top of the structure.
Figure 10�c� �q�=3.8 W/cm2� presents a few top channels being
supplied with vapor from the bottom channels. This vapor advec-
tion takes place through the pores. The vapor takes an elongated
form, expanding laterally prior to joining the vapor mass residing
above the structure. For the highest heat flux tested with the quartz
structure �Fig. 10�d�, q�=4.8 W/cm2�, vapor fills the entire top
gap, with a few liquid portions towards the edges of the structure.
Vapor slugs of various lengths, emerging from the pores, can be
seen in the top channels.

The advancing/receding vapor slugs constitute the main feature
of boiling from enhanced structures. With the increase in the heat

Fig. 9 Visualization of boiling for top gap S=0.35 mm. „a… Growth and coalescence of two
individual bubbles, q�=0.9 W/cm2. „b… Thin liquid films forming on the top surface, q�
=5.8 W/cm2. „c… Thin liquid film edges and liquid plugs, q�=14.3 W /cm2.
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input, more vapor slugs are forming. They are moving faster along
the channels; their lifetime decreases considerably. Coalescence/
breakage occurs at a higher rate.

4.2.3 Discussion. Despite the fact that two orders of magni-
tude separate the values of copper and quartz thermal conductiv-
ity, the visualizations performed with transparent structures pro-
vide useful information about the specifics of boiling from
enhanced structures in general. These observations can be ex-
trapolated to the phenomena occurring with copper structures. It is
assumed that the mechanism of vapor formation and coalescence
in the bottom channels, followed by migration to the top channels
through the pores, is similar. This conjecture is supported by sev-
eral boiling events observed for structure C-0.105-0.7. At low heat
fluxes, the vapor is formed in the bottom channels and ejected
through the pores into the liquid pool. Another remarkable phe-
nomenon is the lack of nucleation sites on top channels.

The data collected for different top gap spaces S and over a
large range of heat fluxes allow a division of the nucleate boiling
curve into subregimes. This division is marked with solid line
segments in Fig. 3. The regimes are the isolated flattened bubbles
regime �regime I in Fig. 3� occurring at low heat fluxes and large
top gaps and the coalesced bubbles regime �regime II in Fig. 3�

for high heat fluxes or low heat fluxes and small top gaps. Char-
acteristics of the isolated flattened bubbles regime are individual
bubbles are ejected from the top channels and feed the vapor
clusters from below. The heat transfer coefficient is the highest for
this regime. The coalesced bubbles regime implies the existence
of a hovering vapor mass covering almost entirely and perma-
nently the top surface of the structure. This vapor cluster entraps
liquid drops inside; it presents a wavy upper liquid/vapor
interface.

The proposed division of the boiling curve into two subregimes
is applicable for boiling from structures made of high thermal
conductivity materials. However, its validity may be extended to
enhanced structures made of low thermal conductivity materials,
but for a different range of heat fluxes.

5 Conclusions

1. The heat transfer performance of the enhanced structures in
nucleate pool boiling under top-confined conditions depends
significantly on the top gap parameter S. The enhancement
observed for plain surfaces in the low heat flux regime is not
present for the present enhanced structure. The maximum

Fig. 10 Visualization of boiling for structure Q-0.200-0.7. „a… A few flattened vapor bubbles rise
above the structure, q�=1.8 W/cm2. „b… Vapor slug forming inside a bottom channel, q�
=1.8 W/cm2. „c… Deformed vapor bubbles reside in the top channels, q�=3.8 W/cm2. „d… Vapor
fills the entire gap space, q�=4.8 W/cm2.
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heat flux dissipated increased with the increase of the top
spacing, similar to the plain surface case.

2. The vapor is generated primarily inside the bottom channels.
It is ejected through the pores as bubbles toward the top
channels. Here the vapor deforms, taking the shape of elon-
gated slugs extending laterally prior to detachment and ac-
cumulation into a vapor mass at the bottom surface of the
confining plate.

3. The nucleate boiling region of the boiling curve can be
broadly divided into the regimes of isolated flattened
bubbles and coalesced bubbles.
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Nomenclature
A � area of the structure �projected� �m2�

hfg � latent heat of vaporization �kJ/kg�
Ht � channel depth �m�
k � thermal conductivity �W/m·K�

Pt � channel pitch �m�
q� � heat flux based on projected surface area

�W/m2�
q � heat rate �W�
S � top gap distance �m�

Tsat � saturation temperature of liquid, PF 5060 �K�
Twall � temperature at base of enhanced structure �K�

Wt � channel width �m�
�Tw � wall superheat �K�
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Evaporation/Boiling in Thin
Capillary Wicks „l…—Wick
Thickness Effects
Presented here is the first of a two-part investigation designed to systematically identify
and investigate the parameters affecting the evaporation/boiling and critical heat flux
(CHF) from thin capillary wicking structures. The evaporation/boiling heat transfer co-
efficient, characteristics, and CHF were investigated under steady-state conditions for a
variety of capillary structures with a range of wick thicknesses, volumetric porosities, and
mesh sizes. In Part I of the investigation we describe the wicking fabrication process and
experimental test facility and focus on the effects of the capillary wick thickness. In Part
II we examine the effects of variations in the volumetric porosity and the mesh size as
well as presenting detailed discussions of the evaporation/boiling phenomena from thin
capillary wicking structures. An optimal sintering process was developed and employed
to fabricate the test articles, which were fabricated using multiple, uniform layers of
sintered isotropic copper mesh. This process minimized the interface thermal contact
resistance between the heated wall and the capillary wick, as well as enhancing the
contact conditions between the layers of copper mesh. Due to the effective reduction in
the thermal contact resistance between the wall and capillary wick, both the evaporation/
boiling heat transfer coefficient and the critical heat flux (CHF) demonstrated dramatic
improvements, with heat transfer coefficients up to 245.5 kW/m2K and CHF values in
excess of 367.9 W/cm2, observed. The experimental results indicate that while the
evaporation/boiling heat transfer coefficient, which increases with increasing heat flux, is
only related to the exposed surface area and is not affected by the capillary wick thick-
ness, the CHF for steady-state operation is strongly dependent on the capillary wick
thickness and increases proportionally with increase in the wick thickness. In addition to
these observations, the experimental tests and subsequent analysis have resulted in the
development of a new evaporation/boiling curve for capillary wicking structures, which
provides new physical insights into the unique nature of the evaporation/boiling process
in these capillary wicking structures. Sample structures and fabrication processes, as
well as the test procedures are described in detail and the experimental results and
observations are systematically presented and analyzed. �DOI: 10.1115/1.2349507�

Keywords: experimental study, evaporation, boiling, heat transfer, CHF, thin capillary
wick, thickness effects

1 Introduction
Previous investigations of evaporation/boiling from capillary

wicking structures �1–10� have demonstrated that capillary pump-
ing can be an effective way to passively enhance both the heat
transfer coefficient and the critical heat flux �CHF� in evaporation/
boiling heat transfer. In these structures, the enhanced distribution
of the liquid on the surface, the increase in the effective surface
area, the enhancement of the supply of fluid to the heated area
through capillary pumping, and the change in the nucleation site
size distribution, all result in significant improvements in both
heat transfer performance and the critical heat flux �1�. The ability
to predict the critical heat flux and the evaporation/boiling heat
transfer coefficient of capillary wicking structures is of critical
importance to the application of these structures to two-phase heat
transfer devices, such as heat pipes, loop heat pipes �LHP�, and
capillary pumped loops �CPL�, etc. However, the effective utili-
zation of this capability is strongly dependent on a complete un-
derstanding of the functional relationship between the various pa-
rameters. The recent research on capillary wick performance and
modeling is summarized in Table 1. As shown, Liter and Kaviany

�1� focused on modulated, capillary wick structure development
and successfully improved the CHF by a factor of 3 when com-
pared to the CHF on plane surfaces for pool boiling heat transfer.
The theoretical models developed were also capable of accurately
predicting the CHF. Williams and Harris �3� developed a step-
graded capillary wick structure using stainless steel felt to en-
hance the capillary limit. Hanlon and Ma �8� investigated the liq-
uid film evaporation and capillary wick thickness effects for
sintered copper particle beds, and found that thin film evaporation
on the top surface of the wick is the key factor in the improvement
of the heat transfer efficiency of the capillary wick and that an
optimum thickness exists for a given particle size. Mughal and
Plumb �9� improved the capillary wick performance by machining
channels on a planar porous media surface. Lao and Zhao �10�
studied the evaporation from a channeled, heated wall under an-
tigravity conditions, with glass particle beds of varying sizes, and
observed that nucleate boiling did not stop or retard the capillary
driven flow through the capillary wick structure as previously hy-
pothesized.

In reviewing the recent investigations of evaporation/boiling or
pool boiling from the porous media coated surfaces listed in Table
1, it is apparent that the geometric properties of the structure, such
as the wick thickness, volumetric porosity, and particle size,
should always be carefully considered. However, of equal impor-
tance and not so obvious is the importance of the contact condi-
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Table 1 Summary of previous investigations on evaporation/boiling on porous media coated surface

Author�s�
�reference� �year�

Porous media
�sintered temperature, time�

�specific size, coating
thickness, porosity�

Working
fluid

Heater
size

Dominant heat
transfer

mechanism

Contact
between
capillary
wick and

heated
wall

Heat
transfer

coefficient
range CHF Remarks

Liter and Kaviany
�1� �2001�

Modulated sintered spherical
copper particles �1016°C, 4 h�

�dp=200 �m, 6d–9d, 0.4�

Saturated
pentane

dheater=
5.08 cm

Nucleate
boiling

Sintered 10–24 kW/m2 K
�estimated
from the
paper�

48 W/cm2 Separate liquid and vapor
flow during boiling process;
CHF nearly three times over

that of a plain surface
Williams and
Harris �3� �2003�

Graded planar 316 stainless steel
felt �rcross-plane=35–500 �m and

rin-plane=170–859 �m,
0.43 mm–0.71 mm,0.79–0.85�

Water and
methanol

Not
specified

Evaporation
and boiling

Bonded
by 4
mesh

stainless
steel

screen

2.7–4.6 W/ °C
�water�;

0.9–2.1 W/ °C
�methanol�

N/A Step-graded metal felt
capillary wicks improve the

capillary limit generally;
nucleate boiling and vapor

formation was determined to
be the cause of the failure

Hanlon and Ma
�8��2003�

Planar Sintered spherical copper
particles bed �900°C, 12–45 mins�

�dp=635 �m,
2–6 mm, 0.43�

Water 1�2 cm2 Film
evaporation

Not
specified

5–9 KW/m2 K N/A Evaporation heat transfer in
the sintered capillary wick

structure depends on the thin
film evaporation; optimum
characteristic thickness for

maximum heat removal
exists

Mughal and Plumb
�9� �1996�

Planar and channeled porous
metal foam �rc=230 �m,

3.175–4.762 mm,0.94–0.95�

R11 6.35�7.6 cm2 Evaporation Not
specified

0.25–2.5 kW/m2 K
�estimated
from the
paper�

N/A Interrupted capillary wick
structure enhances heat

transfer capacity

Lao and Zhao
�10��1999�

Spherical glass beads
�rc=275–1280 �m, 80 mm, not

specified�

Water 2.8�9.9 cm2

with four
channels

Evaporation Not
specified

2–7.5 kW/m2 K 12–26.89 W/cm2 Heat flux applied from top
of porous media �anti

gravity flow�; subcooling
20°C–50°C; nucleate boiling
does not stop capillary force

that is from the capillary
wick
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tions between the heated wall and the capillary wick. Further
study indicates that this condition is actually the dominant factor
in the determination of the overall thermal resistance between the
heated wall and the capillary wick, and as a result, to a large
extent, governs the overall behavior of evaporative/boiling heat
transfer and CHF. As indicated in Table 1, Liter and Kaviany �1�
used a sintering process to enhance the contact conditions and as
a result, obtained very high heat transfer coefficients, even for
pentane in pool boiling. Williams and Harris �3� bonded the cap-
illary wicking material, in this case a coarse stainless steel mesh,
onto the heating surface. In the other investigations reviewed and
summarized in Table 1, the techniques employed to control or
augment the contact conditions between the capillary wick and the
heated wall were not specified.

The principal enhancements of the capillary wick structure can
be divided into four categories, those resulting from �1� the reduc-
tion in the heat flux density on the heated wall, due to the fin
effect; �2� the presence of contact points connecting the capillary
wick and the wall, which effectively interrupts the formation of
the vapor film and thereby reduces the critical hydrodynamic
wavelength; �3� the increased nucleation site density and evapo-
ration area; and �4� the improved liquid supply resulting from the
capillary induced flow. In the current investigation, an optimum
sintering process was developed and employed to minimize the
contact thermal resistance between the individual layers of copper
mesh, as well as between the copper mesh and the heated wall. All
of the experimental results presented herein utilized an identical,
optimized sintering process.

Although capillary wicks have been studied extensively, the
effect of thickness has not been adequately addressed. Classical
nucleate boiling theory indicates that the bubble departure diam-
eter for a heated wall is on the order of 1 mm �12�, and hence, in
the current investigation, the range of thickness investigated is
limited to 0.21 to 0.82 mm, which is much smaller than the
bubble departure diameter, Dd. Given these conditions, it is rea-
sonable to assume that no bubbles will depart from the heated
surface and that there will be no bubble flow inside the capillary
wicking structure.

The elimination of bubble departure results in two principal
advantages: first, the bubble generation frequency f =1/ �tw+ td� is
significantly increased without increasing the time required for the
bubbles to depart, td; and second, there is no reduction in the
liquid supply, due to the presence of bubbles trapped within the
porous media. Based upon this analysis, it was hypothesized that
the heat transfer from capillary wicking structures, with thick-
nesses less than the bubble departure diameter, Dd, could lead to
significant overall enhancements.

Our objectives in the current investigation are to experimentally
verify this hypothesis and determine how the thickness of the
capillary wick affects the evaporation/boiling heat transfer char-
acteristics, performance, and CHF for these structures. In the cur-
rent investigation, thin capillary wicking structures, fabricated
from sintered isotropic copper mesh, are utilized. As illustrated in
Fig. 1�a� and 1�b�, respectively, two kinds of stacking structures
typically occur in multilayer, sintered copper mesh: staggered and
inline. These stacking structures can also impact the evaporation/
boiling heat transport and CHF from these capillary wicking
structures. The staggered structure is more common, easier to pro-
duce, and results in greater performance, due to the increase in the
exposed surface area and the smaller effective pore size.

2 Description of the Test Articles
The structure of the test sample is illustrated in Fig. 2 and

consists of four parts: a single layer of sintered isotropic copper
mesh 8 mm wide and 152.4 mm long; an 8 mm�8 mm square,
multilayered sintered isotropic copper mesh section; a 0.03 mm
thick copper foil; and an 8 mm�8 mm square copper heating
block with a 7.8 mm threaded cylindrical portion. Three holes,
each 4 mm deep and 1 mm in diameter, were drilled into the

Fig. 1 „a… Top view of staggered sintered isotropic copper
mesh; „b… top view of inline stacked sintered isotropic copper
mesh; „c… side view of sintered isotropic copper mesh. SEM
image of sintered isotropic copper mesh with 1509 m−1

„145 in.−1
…, 56 �m „0.0022 in. … wire diameter, and fabricated at a

sintering temperature of 1030°C with gas mixture protection
„75% N2 and 25% H2… for two hours.
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center of the copper bar at 10 mm intervals. The Special Limit of
Error �SLE� K-type thermocouples were soldered into each hole.
Using the temperature difference between thermocouples TC1 and
2, and TC2 and 3, and the thermal conductivity of the pure copper
heating section, the steady-state 1-D axial heat flux could be cal-
culated and, hence, the steady-state heat dissipation resulting from
the evaporation/boiling from the sintered copper mesh surface
could be determined with a high degree of accuracy. The thermo-
couple closest to the top surface, TC1, was located at a distance of
0.5 mm from the surface and when coupled with the axial heat
flux, was used to estimate the surface temperature of the copper
heating block.

Fabrication of the test article was accomplished in three steps:
first, the required number of layers of isotropic copper mesh were
sintered together to obtain the desired volumetric porosity and
thickness; second, the sintered capillary wick structure was care-
fully cut into an 8 mm by 8 mm square and covered by a single
layer, 8 mm wide and 152.4 mm long; and third, the sintered cop-
per mesh pieces were sintered together and directly onto the cop-
per heating block. In the third step, a stainless steel fixture was
used to accurately position each part during the final sintering
process. The layer of 0.03 mm thick copper foil was used to pro-
tect the porous surface from filling with sealant during assembly
and insertion into the test facility. The finished test article is
shown in Fig. 3.

The sintering process employed to fabricate the test articles was
designed to reduce the effects of the thermal contact resistance
between the capillary wick material and the top surface of the
heating block. To determine the effectiveness of this process, the
temperature drop for a number of combinations of sintering tem-
peratures, time durations, and shielding gas mixtures were evalu-
ated. A sintering temperature of 1030°C in a gas mixture consist-
ing of 75% argon and 25% hydrogen for a time of two hours, was
found to provide the optimal conditions for reducing the contact

resistance between the sintered mesh and the top surface of the
solid copper heating bar. To demonstrate the efficiency of this
process, the temperature distribution and resulting thermal con-
ductance of a single, solid copper test article and one that had two
separate copper pieces sintered together were evaluated and com-
pared. The results of this comparison are illustrated in Fig. 4. As
shown, the measured thermal contact conductance and thermal
conductivities for these two configurations are nearly identical.

Five different test articles were evaluated to determine how the
capillary wick thickness affects the evaporation/boiling heat trans-
fer coefficient and the CHF for thin capillary wicking structures.
Specifications of the test articles are listed in Table 2, where the
test article designation describes the specific characteristics for
each. For example, E145-2 denotes a test sample for evaporation,
fabricated from 2 layers of 5709 m−1 �145 in.−1� copper mesh.

3 Experimental Test Facility and Procedure
The experimental test facility is shown in Fig. 5 and consists of

a heated aluminum chamber, a reservoir for the distilled water
supply, a heating system, and a data acquisition system. Three
thermocouples �TC4, 5, and 6� were used to monitor the water
temperature in the aluminum chamber throughout the test proce-
dure. A 300 W electrical resistance heater was used to provide
power to the heated surface. In addition, two electric heaters were
used to maintain the saturation conditions in the test chamber. A
Pyrex glass cover on top of the chamber enabled the heated sur-
face to be observed. This glass cover was heated to prevent con-
densation and the possibility of drops of condensate falling onto
the evaporation/boiling surface during the test procedure.

During the test procedure, distilled water, which had been pro-
cessed to eliminate dissolved gases, flowed from the reservoir into
the test chamber and maintained the water at a predetermined
level using an overflow system. Care was taken to ensure that the
heat transfer occurred only via evaporation/boiling or pool boil-
ing, depending upon the specific test. During the tests, all sur-

Fig. 2 Schematic of the test sample and thermocouple
locations

Fig. 3 Illustration of a typical test article

Fig. 4 A comparison of the thermal conductivities of two solid
copper bars that were sintered together and a single solid cop-
per bar

Table 2 Specification of the test samples

Sample # Thickness �mm� Porosity Wirediameter��m�

E145-2 0.21 0.737 56
E145-4 0.37 0.693 56
E145-6 0.57 0.701 56
E145-8 0.74 0.698 56
E145-9 0.82 0.696 56
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faces, with the exception of the evaporation/boiling surface of the
test articles, were well insulated using a combination of ceramic
and glass fiber insulation materials.

Prior to the recording of any test data, all dissolved gases were
removed from the distilled water and the test facility was allowed
to reach the steady state, defined as the point at which the tem-
perature reading for any thermocouple varied by less than 0.1°C
over a period of ten minutes. The steady-state experimental data
were averaged over a period of five minutes and recorded for each
power level and then the power was incremented and the process
repeated until the capillary structure had reached complete dry-
out.

4 System Calibration
The experimental test facility was calibrated prior to the initia-

tion of the test program by measuring the pool boiling character-
istics of a smooth flat surface. The experimental results were com-
pared with both the experimental and analytical data available in
the literature. Figure 6 and Table 3 present a comparison of the
data obtained using the current facility and that obtained by Au-

racher et al. �11� for pool boiling from a copper surface, 35 mm in
diameter. In addition, results from several other investigations on
CHF and pool boiling from flat, smooth surfaces are presented
and compared �12�. As illustrated, the data obtained in the current
investigation are slightly higher than the experimental data and
the analytical predictions of several of the other investigators, but
correlate quite well overall. The variation between the current data
and that reported previously is all within ±10%. The observed
variations may be caused by the relative roughness and surface
finish conditions, coupled with the small size of the heater
�8 mm�8 mm�, which is larger than the capillary length of
2.504, but much smaller than the Taylor wavelength of 15.7 mm
for water at 100°C. The results, however, confirm that the current
facility can be used to provide highly repeatable data, which is
demonstrated in Fig. 6 by two sets of pool boiling curves, and in
Figs. 1�a� and 1�b� in Ref. �14� by several sets of test data from
one sample, and accurate estimations of the CHF and evaporation/
boiling heat transfer coefficient.

5 Data Reduction
All the test data were categorized using three key parameters

calculated from Eqs. �1�–�3�, respectively: the super heat, TW
-Tsat; the heat flux, q� �including the CHF�; and the evaporation/
boiling heat transfer coefficient, heff.

TW − Tsat = TTC1 − �TTC4 + TTC5 + TTC6�/3 − q�tSTC1/Kcu, �1�

q� = Kcu�TTC2 − TTC1�/thole, �2�

heff = q�/�TW − Tsat� . �3�

In Eq. �1�, Tsat= �TTC4+TTC5+TTC6� /3 and TW=TTC1
−q�tSTC1 /Kcu. Here the terms TTC1, TTC2, and TTC3 represent the
temperature for the three K-type thermocouples used to monitor
the temperature in the copper heater, at 10 mm intervals. Data
from TTC4, TTC5, and TTC6 represent the water temperature in the

Fig. 5 Schematic of the test facility

Fig. 6 A comparison of pool boiling data obtained in the cur-
rent test facility from smooth flat copper surfaces with those
obtained by Auracher et al. „2003…, and predictions from mod-
els of Zuber „1959…, Moissis and Berenson „1962…, and Lienhard
and Dhir „1973…

Table 3 A comparison of CHF

Auracher et al. �11� �Test data� 139 W/cm2

Zuber �12� �model� 110.8 W/cm2

Moissis and Berenson �12� �model� 152.4 W/cm2

Lienhard and Dhir �12� �model� 126.9 W/cm2

Present data �test data� 149.7 W/cm2
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test chamber. Using the measured temperature, TTC1, and the
known thermal conductivity, Kcu, the temperature at the bottom of
the capillary wick structure, TW, can be derived; and using TTC1
and TTC2, the heat flux, q�, dissipated through evaporation/boiling
under steady-state conditions can be determined. With these two
values, the effective heat transfer coefficient can be estimated by
Eq. �3�.

The uncertainties of the temperature measurements, the length
�or width� and the mass are ±0.5°C, 0.01 mm, and 0.1 mg, re-
spectively. A Monte Carlo error of propagation simulation indi-
cated the following 95% confidence level for the computed re-
sults: the heat flux was less than ±5.5 W/cm2; the heat transfer
coefficient was less than ±20%; the superheat �Twall-Tsat� was less
than ±1.3°C, and the porosity, �, was less than ±1.5%.

6 Results and Discussion
The experiments were conducted at atmospheric pressure with

degassed, distilled water. All surfaces were carefully cleaned us-
ing Duraclean™ 1075 prior to each test sequence to assure the
identical surface wetting characteristics. Typical test results are
summarized in Figs. 7–9 and the results are presented in terms of
the heat flux, superheat, CHF, and heat transfer coefficient. In this
investigation, the volumetric porosities and pore sizes of all the
samples were held constant throughout all of the tests and all data
were obtained under steady-state conditions.

6.1 Contact Conditions between Heater and Capillary
Wick Structure. From the literature review, it is apparent that the
contact conditions at the heated wall-capillary wick interface have
been neglected in most of the previous investigations. This is im-
portant to note since the contact conditions are a critical factor and

can significantly improve the evaporation/boiling heat transport in
the capillary wick and, in turn, significantly enhance the CHF. As
mentioned previously, the principal functions of the capillary wick
structure can be divided into four categories: those resulting from
�1� the reduction in the heat flux density on the heated wall due to
the fin effect; �2� the presence of the contact points connecting the

Fig. 7 „a… Heat flux as a function of super heat †TW-Tsat‡; „b…
Heat transfer coefficient as a function of heat flux

Fig. 8 „a… Heat flux as a function of superheat †TW-Tsat‡; „b…
heat transfer coefficient as a function of heat flux

Fig. 9 CHF as function of thickness of sintered isotropic cop-
per mesh
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capillary wick and wall, which interrupts the formation of the
vapor film or reduces the critical hydrodynamic wavelength; �3�
the increased nucleation site density and evaporation area; and �4�
the improved liquid supply resulting from the capillary induced
flow.

In the evaporation/boiling from capillary wicking structures, a
majority of the heat is conducted from the solid wall to the cap-
illary wick, where it is then dissipated via evaporation/boiling
from the exposed hot surfaces. If the capillary wicking structure is
not sintered or not attached directly to the solid surface, a thin
liquid film may exist. This film will significantly increase the ther-
mal resistance between the layers of the wick or between the solid
heated wall and the capillary wick. As a result, thermal energy
will be accumulated at the heated wall and cause relatively higher
wall temperatures. This will, in turn, result in a significant reduc-
tion in both the heat transfer performance and the CHF.

In order to maximize and properly evaluate the evaporation/
boiling heat transfer performance from the capillary wicks, and,
moreover, to maintain evaporation/boiling instead of thin film
boiling on the heated wall, it is essential to ensure good contact
conditions between the heater and the capillary wicking structure.
Figures 7�a� and 7�b� present three sets of data and illustrate how
important this contact is, and how significant the differences re-
sulting from variations in the contact conditions can be. The first
set of data was obtained in the current investigation using test
article E145-8, which was sintered directly onto the top surface of
the heated wall using the sintering procedure described previ-
ously. These data are compared with data obtained for a sample in
which the sintered capillary structure was bonded to the heating
surface by a thermal epoxy �ATI Electro-Grease 8501� and with
pool boiling data obtained from a plain flat surface. As illustrated
in Figs. 7�a� and 7�b�, the dissipated heat flux and the resulting
heat transfer coefficient from E145-9 are both significantly lower
than those obtained from E145-8 at the same superheat and heat
flux, respectively. In addition and worthy of special note is the
fact that the heat transfer performance of E145-9 is also signifi-
cantly less than that obtained from pool boiling of a plain surface.
This dramatic reduction is due to the increase in the contact ther-
mal resistance, which dominates the temperature difference or the
superheat as defined in this paper �also employed in most other
investigations�, between the sintered capillary wick and the heated
surface in sample E145-9.

6.2 Effects of Capillary Wick Thickness on Evaporation/
Boiling Heat Transfer Performance. Figure 8�a� presents the
heat flux as a function of the superheat, while Fig. 8�b� illustrates
the effective heat transfer coefficient as a function of the heat flux.
As indicated, the increased nucleation site density and the en-
hanced evaporation/boiling surface area, result in a substantially
better performance than pool boiling from a flat surface. Visual
observation indicated that the evaporation and boiling heat trans-
fer occurred simultaneously when the heat flux reached a certain
value, which was observed to vary with the capillary wick thick-
ness. During the tests, small bubbles were observed at low heat
fluxes, and although the two phases coexist in the porous media,
the bubbles or vapor could easily escape from the liquid to the
vapor space immediately adjacent to the capillary wick surface.
For a given volumetric porosity and pore size, the evaporation/
boiling heat transfer coefficient from the sintered copper mesh
clearly indicates a very weak dependence on the capillary wick
thickness. When the mesh number and wire diameter are held
constant, the surface area of the mesh within the test articles will
increase proportionally with respect to the thickness, while the
exposed surface area remains constant. As illustrated in Fig. 8�b�,
prior to reaching CHF the heat transfer coefficients for the various
thicknesses are nearly identical, except for sample E145-2. This
implies that it is the exposed surface, rather than the total surface
area of the mesh within the test articles that dominates the heat
transfer performance in the evaporation/boiling on the capillary
wick. One possible explanation for the lower performance of

E145-2 is that the surface is actually flooded, due to the difficul-
ties associated with accurately controlling the water level in very
thin layers of these capillary structures. This flooding could result
in a different heat transfer mechanism than that which occurs in
thicker capillary wicking structures. With this exception, however,
the test results clearly indicated that the heat transfer performance
on thin capillary wicks is not directly related to the capillary wick
thickness. These results also imply that care should be taken to
control the liquid level for very thin materials in order to develop
accurate evaporation/boiling heat transfer models.

The highest performance was obtained for the 0.21 mm thick
capillary wick at the CHF, however, when the capillary wick is
thicker than 0.37 mm, the maximum heat transfer coefficient is
achieved before the CHF has been reached. This implies that the
capillary pumping is still effective, even when local dry out oc-
curs. The data obtained for the 0.21 mm thick capillary wick are
somewhat different from the other samples tested. The experimen-
tal results also suggest that the capillary wick thickness range for
optimal evaporation/boiling heat transfer performance is from
0.37 mm to the bubble departure diameter, to D, for sintered cop-
per mesh.

6.3 Effects of Capillary Wick Structure Thickness on the
Evaporation/Boiling Characteristics. Figure 8�a� indicates that
the evaporation/boiling inception superheats are significantly re-
duced through capillary wicking, compared with that obtained for
pool boiling on a plain surface. The value of inception wall su-
perheat varies for samples E145-4�8 �14�, which indicates that
this parameter is dependent on wick thickness. Generally the wall
superheat at CHF is less than that of pool boiling on a plain
surface and increases as a function of the thickness of the capil-
lary wick. In addition, when the heat flux is from 0
�250 W/cm2, the variation of the wall temperature superheat
with the heat flux input is approximately 0.04°C/ �W/cm2�, which
would be very important and attractive to applications related to
temperature control systems, where the temperature stability of a
system with relatively large power density changes is important.

For a given surface, the magnitude of the contact angle is ex-
pected to strongly affect the temperature overshoot �13�. And in
the current investigation, hysteresis and wall temperature over-
shoot, were both observed at the beginning of the boiling process
for several tests. These may be due to the flooding of the capillary
wick by the working fluid so that only a relatively small number
of sites are available for nucleation �13�. Bergles and Chyu �13�
indicated that the simplest way of avoiding these problems is to
apply a high heat flux or large temperature difference to initiate
boiling.

6.4 Effects of Capillary Wick Structure Thickness on the
CHF. The CHF for any evaporation/boiling system is determined
by the mechanisms of liquid supply to, and vapor escape from, the
phase change interface. For evaporation/boiling from thin capil-
lary wick surfaces, where the liquid is only supplied by capillary
pressure, the bubbles break up or collapse at the free liquid-vapor
interface, due to local condensation and exposure to a low pres-
sure vapor space and hence, the liquid-vapor counter flow resis-
tance is reduced without bubble flow through the capillary wick.
In addition, the contact points connecting the capillary wick and
wall, interrupt the formation of the vapor film and/or reduce the
critical hydrodynamic wavelength. Thus the CHF for evaporation/
boiling from these porous surfaces is greatly enhanced.

Figure 9 demonstrates the dependence of the CHF on capillary
wick thickness and indicates that increase in the thickness, results
in an increase in the CHF for the range of thickness in this inves-
tigation. For a given heat flux, increase in the thickness results in
an increase in the cross-sectional area available for fluid flow and
a concomitant decrease in the pressure drop of the liquid flowing
through the capillary wick. This explains the CHF increase with
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increasing thickness in certain wick thickness ranges. At the limit,
the data for each thickness indicates that the capillary limit has
been reached, resulting in localized dry out.

7 Conclusions
An experimental study was successfully conducted to evaluate

evaporation/boiling heat transport phenomena and CHF in thin
capillary wicking structures. As expected, the evaporation/boiling
heat transfer coefficient increases with incremental increases in
the power input until a maximum value has been reached. At this
point the evaporation/boiling heat transfer coefficient begins to
decrease, due to partial dry out of the thin capillary wicking struc-
ture, which results in a reduction in the effective area of the heated
surface. These results demonstrate that the capillary induced
pumping, functions effectively, even during partial dry out and
that the capillary limit is one of the mechanisms that governs the
CHF.

The experimental results presented here indicate that the inter-
face thermal contact resistance between the heated wall and the
porous surface plays a critical role in the determination of the
evaporation/boiling heat transfer coefficient and the CHF. For
evaporation/boiling from a thin capillary wick with a thickness
ranging from 0.37 mm to the bubble departure diameter, Db, sig-
nificant enhancement in the heat transfer performance can be
achieved and the CHF dramatically improved. The maximum heat
transfer coefficients and CHF for the sintered multiple layers of
copper mesh evaluated herein, were shown to be as high as
245.5 kW/m2 K and 367.9 W/cm2, respectively. These values are
more than three times those normally obtained for pool boiling
from a smooth, flat surface. In addition, the results of this experi-
mental investigation clearly indicated that evaporation/boiling
heat transfer performance of capillary wicking structures is inde-
pendent of wick thickness, which indicates that only the exposed
surface area contributes to the heat transfer performance, due to
the gravitational effect. The CHF, however, increases with in-
creases in the wick thickness when it is thinner than 1 mm.

Evaporation/boiling inception superheat is found to be greatly
reduced and dependent on wick thickness. Wall superheat is gen-
erally lower than for pool boiling on a plain surface. Hysteresis,
wall temperature overshoot, is also observed at the beginning of
boiling for each test. Power inputs greater than the power required
to initiate boiling, could avoid this problem.

While the data presented here is informative and in many ways
quite conclusive, additional visual observations of the liquid and
vapor phases inside of the capillary wick are necessary in order to
better understand the fundamental physics occurring in the
evaporation/boiling in capillary wicking structures.
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Nomenclature
Dd � Bubble departure diameter �mm�

h � Heat transfer coefficient �W/m2 K�

hfg � Latent heat �kJ/kg�
K � Thermal conductivity �W/mK�
q� � Heat flux �W/cm2�

t � Distance or thickness �mm�
tw � Time required for bubble growth �s�
td � Time required for bubble departure �s�
T � Temperature �K�

TC# � Thermocouple number

Greek symbols
� � Volumetric porosity
� � Surface tension �N/m�

Subscripts
d � Bubble departure condition
l � Liquid phase
v � Vapor phase
w � Wall

sat � Saturation condition
eff � Effective parameter
Cu � Copper

hole � Holes on heater to hold thermocouple
STC1 � Top surface of copper block to TC1
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Evaporation/Boiling in Thin
Capillary Wicks „II…—Effects
of Volumetric Porosity
and Mesh Size
Presented here is the second of a two-part investigation, designed to systematically iden-
tify and investigate the parameters affecting the evaporation from and boiling within, thin
capillary wicking structures with a range of volumetric porosities and mesh sizes. The
experimental studies were investigated under steady-state conditions at atmospheric pres-
sure. Part I of the investigation described the wicking fabrication process and experi-
mental test facility, and focused on the effects of the capillary wick thickness (ASME J.
Heat Transfer., 128, pp. 1312–1319). In Part II, we examine the effects of variations in
the volumetric porosity and the mesh size. The experimental results presented here indi-
cate that the critical heat flux (CHF) was strongly dependent on both the mesh size and
the volumetric porosity; while the evaporation/boiling heat transfer coefficient was sig-
nificantly affected by mesh size, but not strongly dependent on the volumetric porosity.
The experimental results further illustrate that the menisci at the CHF are located in the
corners, formed by the wire and the heated wall and between the wires in both the
vertical and horizontal directions. The minimum value of these three menisci determined
the maximum capillary pressure generated through the capillary wick. The experimental
results and observations are systematically presented and analyzed, and the local bubble
and liquid vapor interface dynamics are examined theoretically. Based on the relative
relationship between the heat flux and superheat, classic nucleate boiling theory, and the
visual observations of the phase-change phenomena, as well as by combining the results
obtained here with those obtained in Part I of the investigation, the evaporation/boiling
heat transfer regimes in these capillary wicking structures are identified and discussed.
�DOI: 10.1115/1.2349508�

1 Introduction
Evaporation/boiling in capillary wicking structures has been

shown to be an effective heat transfer mechanism in a wide vari-
ety of applications, such as heat pipes, loop heat pipes �LHP�,
capillary pumped loops �CPL�, etc. As a result, the parameters that
govern these phenomena are of considerable interest. A summary
of the recent investigation has been presented in Part I of this
two-part investigation �1�. In that review, the range of capillary
wick structures previously investigated was summarized, along
with the fabrication procedures used, the size of the heat source
employed, and the contact condition between the heated wall and
the capillary wick �2–12�. The resulting conclusions were that of
all the various parameters investigated to date, one of the most
critical parameters, the contact condition, was also the one most
often neglected. In Part I, the contact condition between the cap-
illary wicking structure and the heated surface was found to be a
key factor that affects both the heat transfer efficiency and the
CHF. In addition, the effects of capillary wick thickness on the
evaporation/boiling in capillary wicking structures made from
uniform layers of sintered isotropic copper mesh were also pre-
sented. The experimental results indicated that the sintering pro-
cess developed in Part I could achieve nearly perfect contact at the
heated surface/capillary wick interface. It was also demonstrated
that the evaporation/boiling heat transfer is nearly independent of
the capillary thickness, while the CHF increases with increasing
thickness, if all other geometric properties, i.e. volumetric poros-

ity and mesh size, were held constant. In Part I, extremely high
heat transfer performance and CHF values were successfully
achieved from thin capillary wicks fabricated from sintered iso-
tropic copper mesh. These structures achieved some of the highest
heat transfer enhancement and CHF values reported in the litera-
ture. In addition, this structure was easy to fabricate and allowed
precise control of both the thickness and volumetric porosity.

In addition to the effects of the capillary wick thickness, two
fundamental questions must be addressed before the evaporation/
boiling mechanism from these structures is fully understood.
These are: First, what is and where does the critical meniscus
radius, which is controlled by the wire diameter and the mesh
number, occur in these types of structures? And second, how does
the volumetric porosity affect the evaporation/boiling perfor-
mance, characteristics and CHF? For thin capillary wicking struc-
tures fabricated from sintered isotropic copper mesh, the critical
meniscus radius and the effective pore size in the liquid flow
direction are controlled by the mesh size �including wire diameter
and mesh number� and the compression factor. In �14� the value of
�W+d� /2 was recommended as the effective pore radius to esti-
mate the capillary pressure for multiple wire-mesh screens, for
both sintered and simple contact situations. Because the
evaporation/boiling phenomenon is a complicated and dynamic
process, the determination of the critical meniscus radius is quite
challenging. In the evaporation/boiling process from a capillary
wicking structure, the menisci are initially formed at the horizon-
tal mesh openings. As the heat flux increases, the evaporation at
the liquid-vapor interface is intensified. In these situations, the
liquid meniscus recedes into the wick, reducing the meniscus ra-
dius, which results in an increase in the capillary pressure. How-
ever, in some cases, the capillary pressure generated through the
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meniscus curvature may not be sufficient to drive or pump the
required amount of working fluid to the heating area. Visual ob-
servations indicate that these menisci are not only formed at the
horizontal mesh openings, but may also be formed at other loca-
tions in the capillary wick structure, i.e., the vertical mesh open-
ings or the corners formed at the junction of the wire and the
heating wall.

In the current investigation, the effects of the critical meniscus
radius/the effective pore size and volumetric porosity are investi-
gated systematically by varying the mesh size including the wire
diameter and mesh number, and the distance between wire layers,
respectively. This approach provides new physical insights into
the evaporation/boiling phenomena from the capillary wicking
structures. To accomplish this, the optimum sintering process de-
veloped in Part I �1� was employed to minimize the contact ther-
mal resistances between the individual layers of copper mesh, as
well as between the copper mesh and the heated wall. All of the
experimental results presented herein utilized an identical sinter-
ing process.

The literature review indicates that heat transport models and
regimes for evaporation/boiling from capillary wicking structures
have been studied by a number of investigators. Hanlon and Ma
�9� studied evaporation on sintered copper particle beds, both ana-
lytically and experimentally. This study indicated that there exist
two heat transfer models: one for thin liquid film evaporation and
one for nucleate boiling; that the thin film evaporation heat trans-
fer on the top surface of the wick is the dominant factor in the
enhancement of the evaporating heat transfer, and that nucleate
boiling causes a decrease in heat transfer performance. The heat
transfer models for heat pipes shown later as Fig. 11 were pre-
sented and discussed by Faghri �14�. Four models were presented
and discussed: conduction-convection, receding liquid, nucleate
boiling, and film boiling. In addition, the dynamics of the liquid-
vapor interface and its effects on the evaporation/boiling in capil-
lary wicks were mentioned indirectly. In the following, visual ob-
servations and analytical analyses, along with the heat transfer
regimes, local bubble dynamics, and liquid vapor interface dy-
namics are all systematically presented and discussed.

2 Results and Discussion
All of the experiments were conducted using the experimental

test facility and test procedures described in Part I �1�. Specifica-
tions of the test samples used in the current investigation are listed
in Table 1. Typical test results are summarized in this section and
are presented in terms of the heat flux including the CHF, wall
superheat, and heat transfer coefficient.

2.1 Effects of Mesh Size. To investigate the effects of varia-
tions in the mesh size on the evaporation/boiling heat transfer
performance and CHF at steady-state condition, three test articles,
E145-4, E100-2 and E60-1, with approximately identical thick-
nesses and volumetric porosities, were evaluated in an atmo-
spheric environment. For comparisons, the pool boiling curve on a

plain surface is added in Figs. 1�a� and 1�b�.

2.1.1 Effects of Mesh Size on Evaporation/Boiling Heat
Transfer Performance. Figure 1�a� presents the heat flux as a
function of the superheat, while Fig. 1�b� illustrates the effective
heat transfer coefficient. As shown, the evaporation/boiling heat
transfer coefficient increases with incremental increases in the in-
put power until a maximum value has been reached. At this point
the evaporation/boiling heat transfer coefficient begins to de-
crease, due to partial dry out of the wick structure and the heated
surface. This implies that the capillary force is still effective in
helping to provide fluid to the heated area even at partial wick dry
out, which is consistent with the findings of the experimental in-
vestigation in Part I �1�. Furthermore, the heat transfer perfor-
mance on the 2362 m−1 copper mesh �60 in.−1�, a relatively
coarse mesh, reached values as high as 117.3 kW/m2 K, which is
still superior to pool boiling on a plain surface.

With the exception of the initial region and the region following
partial dry out, the input heat flux, q�, and the wall super heat,
TW−Tsat, exhibit a strong linear relationship. Figure 1�a� also in-
dicates that the evaporation/boiling heat transfer performance of
the capillary wick increases with increasing mesh number or de-
creases in the mean pore size. While it is clear that both the total
surface area and the exposed surface area would increase propor-
tionally with an increase in the mesh number, an increase in the
total surface area or an increase in the exposed surface could
account for the increase in the heat transfer coefficient with wire
diameter. However, in Part I �1� it was illustrated that only the

Table 1 Specification of the test samples

Sample # Wire diameter ��m� Porosity Pore size ��m�

E145-4 56 0.692 119.3
E145-6c 56 0.56 119.3
E145-7c 56 0.409 119.3
E100-2 114 0.632 139.7
E60-1 191 0.67 232.8
E145-8a 56 0.698 119.3

aThis sample is 0.74 mm thick

Fig. 1 „a… Heat flux as a function of superheat †Twall−Tsat‡ as a
function of mesh size; „b… heat transfer coefficient as a function
of heat flux as a function of mesh size
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exposed surface area plays a role in the evaporation/boiling pro-
cess in these types of capillary wick structures in gravitational
fields. When the volumetric porosity and thickness are held con-
stant, increases in the mesh number may result in an enhanced
exposed surface area which, in turn, would result in substantially
improved performance.

2.1.2 Effects of Mesh Size on Evaporation/Boiling
Characteristics. Figure 1�a� indicates that the evaporation/boiling
inception superheat is generally dependent on the mesh size and
can be reduced through the use of capillary wicking structures
when compared with pool boiling on a plain surface. For a given
wick thickness and volumetric porosity, the evaporation/boiling
inception superheat increases with mesh size increases. One pos-
sible reason is due to the pore size reduction. For example, sample
E60-1 is made from relatively coarse copper mesh and has
evaporation/boiling inception point close to that of pool boiling on
a plain surface, i.e., when pore size is big enough, the effect of
capillary wicking is deteriorated and the reduction of boiling in-
ception superheat would diminish. The superheat at CHF also
demonstrates an increasing relationship with increasing mesh size.

2.1.3 Effects of Mesh Size on the CHF. As discussed in Part I
�1�, the CHF for any evaporation/boiling system, is determined by
the mechanism of liquid supply to, and vapor escape from, the
phase change interface. For the evaporation/boiling from thin sin-
tered isotropic mesh surfaces, the bubbles break up or collapse at
the free liquid-vapor interface and the liquid-vapor counterflow
resistance is reduced without bubble flow through the capillary
wick. In addition, the contact points connecting the wick and wall,
serve to interrupt the formation of the vapor film and/or reduce the
critical hydrodynamic wavelength. Thus the CHF for evaporation/
boiling from these porous surfaces is greatly enhanced.

Figure 2 demonstrates the dependence of the CHF on the wire
diameter and indicates that increases in the wire diameter would
result in an increase in the CHF. This demonstrates that besides
the menisci formed between the wires in the horizontal direction
�14�, menisci are also formed between the wire and the wall, as
shown in Fig. 3 �17�. These factors also play a role in the resupply
of the liquid. In the evaporation/boiling process in these capillary
wicking structures, the capillary pressure is the only pressure
source available to pump water to the heated area and the contact
angles are assumed to be constant, since identical materials, sin-
tering and cleaning processes �Duraclean™ 1075� were employed
to assure identical wetting characteristics. In Fig. 3, �, rm, and Rw
denote the contact angle between the liquid and solid surface, the
meniscus radius formed between the wire and heating wall, and

the wire diameter, respectively. From Fig. 3, it is clear that wires
with smaller diameters also can have a small meniscus radius
when the interface is close to the bottom of the wire, but from a
fluid mechanics perspective, when a meniscus with a small radius
is formed between wires with smaller diameters and the heating
wall, the cross-sectional flow area of the liquid is much smaller
than that formed between wires with larger diameters. Thus, the
flow resistance for smaller wires is much higher than that for
larger wires when the meniscus radius is the same, i.e. the capil-
lary pressure generated is the same, but the flow resistance is
greater. Generally larger wires can generate higher capillary pres-
sures with a relatively lower flow resistance; therefore the CHF
would be higher for wires with larger diameters when the thick-
ness and volumetric porosity of the capillary wicking structures
are held constant.

2.2 Effects of Wick Volumetric Porosity. In order to deter-
mine how the volumetric porosity of a thin capillary wick struc-
ture affects the evaporation/boiling heat transfer performance and
the CHF on thin capillary wicking structures, three samples,
E145-4, E145-6c, and E145-7c, which, as shown in Table 1, are
approximately the same thickness, were fabricated using an iden-
tical copper mesh. The required variations were achieved by com-
pressing the layers, thereby changing the distance between layers.
From Figs. 4�a� and 4�b�, the thickness of the six-layer test article
is reduced significantly when compared with the regular six-layer
test article. This compression process does not change the hori-
zontal pore size, but does impact the vertical pore size, which is
greatly reduced. Results from these three samples are plotted and
compared in Figs. 5�a� and 5�b�. For comparison, the pool boiling
curve on a plain surface has also been added to Figs. 5�a� and
5�b�.

2.2.1 Effects of Volumetric Porosity on Evaporation/Boiling
Heat Transfer Performance. Figure 5�a� presents the heat flux as a
function of the superheat, while Fig. 5�b� illustrates the effective
heat transfer coefficient as a function of the heat flux. These two
figures present some of the same characteristics as previous cases
studied and the resulting curves are consistent with results previ-
ously reported by Li et al. �1�. In addition, the lower the volumet-
ric porosity of the wick, the higher the heat transfer performance,
even though the improvement is relatively small. The reason for
this is thought to be due to the increase in the effective thermal
conductivity with decreases in the volumetric porosity, i.e., for a
given heat flux, the capillary wick could be utilized efficiently and
hence, more cavities could be activated in wicks with higher ef-

Fig. 2 CHF as a function of wire diameter or pore size of sin-
tered isotropic copper mesh Fig. 3 Schematic of the meniscus between the wire and the

wall †17‡
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fective thermal conductivities. Generally, for porous media with
the same structure, the effective thermal conductivity increases
with decreases in the volumetric porosity.

It is also apparent that wicks with a lower volumetric porosity
would result in higher heat flux values after partial dry out. This is
because the pore size in the vertical direction becomes smaller
after compression, resulting in a smaller capillary radius and
hence, a higher capillary pressure. This explains the existence of
an optimum porosity when the wick thickness and mesh size are
both held constant.

Figure 5�a� clearly indicates that the evaporation/boiling incep-
tion point is greatly reduced when compared with pool boiling on
a plain surface and can be shown to be independent of the volu-
metric porosity for a given mesh size and capillary wick thick-
ness.

2.2.2 Effects of Volumetric Porosity on the CHF. Mathemati-
cally there exist three distinct cases for volumetric porosity: a
regular capillary wick covered surface, a solid coated surface, and
an empty coated surface, each distinguished by the relative poros-
ity of the coating material or wick. This experimental study inves-
tigated the effects of porosity, which varied from 0.409 to 0.692
by changing the distance between the wires in the vertical direc-
tion. For �=0, the heating area is filled with solid metal and thus
no phase change can occur on top of the heated wall without the
liquid supply. For this case, the CHF is assumed to be 0 W/cm2.
However, when the heating area becomes empty and a pool of
liquid is formed above the top of the heater, the CHF is similar to
the value obtained for pool boiling in �1�. This experimentally
measured value in Part I is presented here in Fig. 6.

Figure 6 illustrates that for a given thickness and mesh size,
there exists an optimum volumetric porosity that governs the CHF

and evaporation/boiling from thin capillary wicks made of sin-
tered isotropic copper mesh. From a fluid mechanics perspective,
increases in the volumetric porosity results in a decrease in the
flow head loss. If the maximum capillary pressure generated in the
wick is dependent only on the wire diameter and horizontal pore
size �14�, the CHF would increase with increases in the wick
volumetric porosity, because of a decrease in the flow resistance.

Fig. 4 „a… SEM image of the compact six layer sample; SEM
images of sintered isotropic copper mesh with 1509 m−1

„145 in.−1
…, 56 �m „0.0022 in. … wire diameter, and fabricated at

sintering temperature of 1030 °C with gas mixture protection
„75% N2 and 25% H2… for two hours

Fig. 5 „a… Heat flux as a function of superheat †Twall−Tsat‡ as a
function of volumetric porosity; „b… heat transfer coefficient as
a function of heat flux as a function of volumetric porosity

Fig. 6 Test data of CHF as a function of volumetric porosity of
the sintered isotropic copper mesh
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However, as shown in Fig. 6, the CHF decreases after a volumet-
ric porosity of approximately 0.50, which implies an optimum
volumetric porosity in the present capillary wick structure. Fur-
thermore, the existence of an optimum volumetric porosity im-
plies that the menisci formed between the wires in the vertical
direction also play an important role in the capillary pressure gen-
eration. From this analysis and the discussion in Sec. 2.2.3, it is
apparent that the minimum meniscus radius, which can occur at
the pores between the wires in the horizontal direction or the
vertical direction, as well as between the wire and the wall, deter-
mines the capillary limit in evaporation/boiling from capillary
wick surfaces.

3 Evaporation/Boiling on Thin Capillary Wicks

3.1 Heat Transfer Regime on Thin Capillary Wicks. The
results presented in Part I, coupled with the previous discussions,
illustrate the characteristics of evaporation/boiling from uniformly
sintered copper mesh coated surfaces. It is important to under-
stand what happens in this complex process, in order to optimize
the use of these structures in actual applications. Evaporation/
boiling phenomenon on uniformly sintered copper mesh surfaces
is complicated by the existence of several different regimes and
irregular geometric characteristics of the liquid-vapor interface.
Based on visual observations of the phase change phenomenon
and comparisons of the experimental test data, characteristic q�-
Tsuper and h-q� curves have been proposed, as shown in Figs. 7�a�
and 7�b�, respectively. These two curves clearly demonstrate the
three regimes that exist: convection, nucleate boiling and thin film

evaporation. The transition from one regime to another is accom-
panied by marked changes in the hydrodynamic and thermal states
of the system. When the temperature or heat flux is below a cer-
tain value �i.e., the onset of strong nucleate boiling�, heat is trans-
ferred by convection �AB�, which is driven by the temperature
difference or a small number of relatively large bubbles. This,
then transitions to a region where the nucleate boiling �CD� is the
dominant heat transfer mechanism when the temperature or heat
flux exceeds the saturation temperature by a value that varies with
the capillary wick thickness, pore size and surface characteristics.
In Figs. 7�a� and 7�b�, the transition region, BC, does not actually
exist. The wall temperature effectively jumps from B to C when it
exceeds the evaporation/boiling inception point. In the nucleate
boiling regime, numerous bubbles are generated and grow from
the nucleation sites on the heated surfaces, i.e. heater wall and
wire surfaces, and finally break up or collapse at the free liquid-
vapor interface. Increases in the wall temperature or heat flux are
accompanied by large increases in the bubble population. These
processes, as well as the mutual interaction among bubbles and
nucleation sites, result in significant enhancement in the heat
transfer performance. It is worth noting that the capillary evapo-
ration also plays an important role in the improvement of perfor-
mance in the nucleate boiling regime. If the temperature or heat
flux is further increased, the meniscus recedes further into the
porous material and thin liquid film evaporation �DE� begins. In
this region, the liquid film thickness becomes very thin due to a
combination of the surface tension and disjoining pressure, mak-
ing it very hard for bubbles to form and grow from the heated
surfaces, and hence, the liquid just evaporates directly from the
heated surfaces until they dry out completely, which results in the
best performance among these three regimes.

3.2 Onset Point of Nucleate Boiling From a Horizontal
Heated Wall. As was the case for pool boiling, in order to reach
nucleate boiling, the surface temperature must exceed the satura-
tion temperature by several degrees. Based on the previous dis-
cussions, this onset of nucleate boiling from sintered copper mesh
surfaces varies with the thickness and mesh size, and is nearly
independent of the volumetric porosity. Figure 8 presents the su-
perheat of the heated wall as a function of the heat flux applied, as
in the cases of E145-4, 6, and 8. When the wall temperature is
lower than the onset of nucleate boiling, it increases with heat
flux; however, once it exceeds that critical value, nucleate boiling
begins and the wall temperature drops sharply due to the high heat
transfer capability of nucleate boiling. Figure 8 demonstrates the
transition from convection heat transfer to nucleate boiling heat
transfer that occurs on sintered copper mesh surfaces, which can
be easily identified on either a typical q�-Tsuper or heff-q� curve,
i.e., point B to C. This figure also illustrates that nucleate boiling

Fig. 7 „a… Typical q�-Tsuper curve for evaporation/boiling pro-
cesses from uniformly sintered copper mesh surfaces „b… Typi-
cal heff-q� curve for evaporation/boiling process from uniformly
sintered copper mesh surfaces

Fig. 8 Onset point of nucleate boiling for evaporation/boiling
processes from uniformly sintered copper mesh surfaces
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occurs in the capillary wicks and significantly improves the heat
transfer performance, which is different from the findings of Han-
lon and Ma �9�.

For some surfaces, section AB can be easily overlooked be-
cause the value of the onset of nucleate boiling is small and is not
easily predicted. In addition, in some cases the step increase of the
heat flux used may be larger than the value at which the onset of
nucleate boiling occurs, making it impossible to distinguish one
region from another.

The reason that the superheat necessary to activate nucleate
boiling varies with the capillary wick thickness and mesh size,
remains somewhat unclear. The current experimental investigation
only illustrates that these phenomena do, in fact, occur for
evaporation/boiling on the capillary wick. The available data in-
dicate that the onset point of nucleate boiling increases with de-
creases in the mesh size and thickness, but this appears to have no
direct relationship with the capillary wick volumetric porosity.

3.3 Local Bubble Generation from a Horizontal Heated
Wall. From classical nucleate boiling theory, it is clear that the
characteristics of the actual surface are very complicated and that
the many nucleation cavities with various shapes and sizes all
affect the boiling characteristics. Bubbles are typically generated
from the largest cavities first, since this process requires less en-
ergy, with the smaller cavities subsequently activated as the heat
flux increases. Although the mechanisms of bubble generation
from sintered copper mesh surfaces agree with the classical
theory, there appears to be some subtle influences due to the pres-
ence of the capillary wicking structure that should be noted.

Inside the sintered copper mesh, there are a variety of different
two-dimensional menisci formed at the various corners, due to the
surface tension. The liquid-phase pressure that exists prior to thin
liquid film evaporation in this kind of porous media is determined
by the capillary forces generated at the different menisci, and the
thin liquid film thickness is determined by the disjoining pressure.
Since copper, when treated as described herein, wets well with
water, the pressure in the cavity is given by Eqs. �1� and �2�:

Pv = Pl + 2�/r �1�

Pl = Patm − 2�/rm �2�

where r and rm are the radius of the curvature of the bubble
interface and meniscus, respectively.

Equations �1� and �2� indicate that both the liquid pressure and
the liquid thickness would decrease as the size of the meniscus
radius decreases. The local evaporation/boiling process on the uni-
formly sintered copper mesh coated surface has five typical con-
figurations, as illustrated in Fig. 9: the initial state �a�, convection
�b�, nucleate boiling �c�, thin liquid film evaporation �d�, and dry
out �e�. In this process, water is supplied only via the capillary
forces, which can be deduced from the surface tension and the
geometric parameters of the meniscus. At a lower heat flux,
smaller amounts of larger bubbles are generated and grow within
the heated liquid. In addition, a thin liquid film is formed on the
upper wire surfaces. In most cases, boiling and evaporation occur
simultaneously and the bubble movement causes liquid convec-
tion. If the heat flux increases, the meniscus radius must decrease
in order to provide the capillary force needed to pump water into
the heated area. Thus, the bubble population and bubble genera-
tion frequency, as well as the thin liquid film area all increase. As
the heat flux continues to increase, the meniscus radius recedes
towards the corner along the solid heated surfaces, forming a thin
liquid film, which, due to the disjoining pressure makes it difficult
for a bubble to form and grow. At this point, liquid film evapora-
tion becomes the dominant mode. If the heat flux continues to
increase, the central portion of the mesh will dry out, due to a loss
of liquid supply.

3.4 Local Bubble Dynamics From the Heated Surface. The
most noticeable difference between classical nucleate boiling in

pool boiling and the evaporation/boiling processes from a thin,
i.e., less than 1 mm, sintered copper mesh, is that in the latter, the
bubbles never grow large enough to release, hence, there is no
bubble departure from the horizontal heated wall. Generally, the
bubble departure diameter is estimated by

Dd = Bo1/2� 2�

g��l − �v��
1/2

�3�

The Bond number depends on the bubble contact angle and
stochastic processes; i.e., in actuality the observed bubble depar-
ture diameter has a statistical distribution around some mean. Nu-
merous investigations over the past 70 years have been carried out
to estimate the Bond number. This departure diameter model was
first proposed by Fritz �13� and is shown below as Eq. �4�,

Dd = Cd�� 2�

g��l − �v��
1/2

. �4�

Two more models are selected to compare with the model of Fritz.
One model was developed by Cole and Rohsensow �13� and is
shown as Eq. �5� below

�g��l − �v�Dd
2

�
�1/2

= Cd���lCplTsat

�vhfg
�5/4

�5�

where Cd=0.0148 for hydrogen bubbles and water vapor, in wa-
ter, and the contact angle, �, is in degrees. Here, Cd�=1.5�10−4

for water. The second model presented here was proposed by
Jensen and Memmel �15�.

Bo1/2 = 0.19�1.8 + 105K1�1/2 �6�

where, in Eq. �6� K1= �Ja/Prl���g�l��l−�v� /�l
2��� /g��l

−�v��3/2�−1 and the Jacob number, Ja, is defined by �TW

−Tsat�Cpl�l / ��vhfg�. For copper-water combinations, the contact
angle � is 55°, which was experimentally determined by Wu and
Peterson �16�. The departure diameters estimated using Eqs.
�4�–�6�, for this situation are all greater than 1 mm. These estima-
tions are listed in Table 2, where the minimum value given is even
greater than the thickest capillary wick presented herein,
0.82 mm.

The typical localized bubble generation and growth from the
heated surfaces, i.e., the top wall of the heater and wire surfaces,
are illustrated in Fig. 10. When a relatively low heat flux is ap-
plied, only large cavities are activated, so large bubbles are gen-
erated and grow from the heated surface. These large bubbles
grow, but never depart from the heated wall. Instead, they collapse
at the free liquid-vapor interface, due to local condensation and
pressure differences before they can grow large enough to gain

Fig. 9 Local evaporation/boiling processes from wire surfaces
and the corners between the wire and the heated surface
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sufficient buoyancy energy to detach from the wall surface. A
higher heat flux activates smaller cavities, and causes an increase
in the number of bubbles and a decrease in the average bubble
size. The mutual interaction among bubbles results in higher heat
transfer performance. With a further increase in the heat flux, the
mean bubble size continues to decrease and the bubble generation
frequency increases dramatically. In addition, for thin liquid films
with high pressures �induced by the disjoining forces�, it is hard
for the bubbles to grow, and as a result, the liquid evaporates
directly from the thin liquid surface. In other words, when bubbles
cannot depart from the heated wall, there is a lower flow resis-
tance between the bubble and the liquid, as well as a higher
bubble generation frequency and the resulting heat transfer per-
formance will be significantly enhanced.

3.5 Liquid Vapor Interface Dynamic and Drying-out Pro-
cess on Thin Capillary Wicks. The behavior of the liquid-vapor
interface is one of the key characteristics that govern the
evaporation/boiling on capillary wicking structures. In �14�, the
heat transfer from capillary wicking structure surfaces was dis-
cussed and four models were presented as shown in Fig. 11. In
addition, the dynamics of the liquid-vapor interface and its effects
on the evaporation/boiling in capillary wicks were discussed indi-
rectly. The principal points in �14� can be summarized as follows:
At low heat fluxes, combined conduction and convection is the
main heat transfer mode and, if the wick is horizontal, the liquid-
vapor interface is parallel to the heating surface. As the heat flux
increases, the evaporation at the liquid surface is intensified, and
the liquid-vapor interface recedes uniformly, generating a greater
capillary force. In the receding liquid model, there is no boiling
and conduction still governs the heat transfer across the liquid
surface. The capillary limitation may be encountered in this phase.
When the heat flux is further increased, nucleate boiling may take
place within the wick. Bubbles grow at the heated wall and escape
to the liquid surface, where they burst rapidly. Nucleate boiling
may represent a heat transfer limit in the nucleate boiling model,
since, as the heat flux increases to a specific value, large quantities
of bubbles are generated at the heated wall. These bubbles coa-
lesce and form a vapor layer adjacent to the heated wall. This
vapor layer is the principal cause of the heat transfer limit often
encountered. In �14�, the heat transfer limit for evaporation in
capillary wicks was described as being similar to that occurring in
pool boiling heat transfer. The thickness factor was not considered
in �14� when evaporation/boiling behavior was discussed.

In the present work, however, the wick thickness is confined to
thicknesses of less than 1 mm, which is smaller than the bubble

departure diameter, Db. As discussed previously, at this thickness,
a much higher heat transfer performance and higher CHF were
achieved. The control volume shown in Fig. 12 is utilized to ana-
lyze the liquid vapor interface behavior in evaporation/boiling in
capillary wicks. At saturation conditions, the mass and energy
conservation equations can be defined as:

ṁl,in = ṁl,out + ṁv �7�

hfg dṁv = q� dx �8�
Solving Eqs. �7� and �8�, the liquid-vapor interface configura-

tion at steady state can be determined by

y = y0 −
q�x

Glhfg
�9�

Here, Gl is the liquid flow rate and y0 is the initial position of
the liquid, i.e., the wick thickness. If the heat flux, q�, is ideally
uniform, the liquid-vapor interface would be a straight line with a
slope of −q� /Glhfg. However, because the thermal insulation is
not perfect, the actual heat flux profile along the heated wall is
parabolic, as shown in Fig. 13. The interface would be irregular
due to the meniscus, but the overall shape would be curved, thin-
ner in the center, and thicker at the edges. The overall liquid-vapor
interface dynamics has four typical modes, which are presented in
Fig. 14. Mode A is the initial state, in which the liquid-vapor
interface is parallel to the heated wall. As the heat flux is in-
creased, vaporization begins and the meniscus begins receding,
which generates a greater capillary force, increasing the amount of
liquid supplied to the heated area. The receding of the menisci is

Fig. 10 Local bubble dynamics and evaporation in
evaporation/boiling processes on the surface

Fig. 11 Models of heat transfer and vapor formation in wicks
†14‡

Fig. 12 Control volume of the liquid-vapor interface

Table 2 A comparison of the bubble departure diameter

Dd�mm�
Fritz’s model �13� 2.884
Cole and Rohsensow’s model �13� 2.426

Jensen and Memmel
�15�

Tw-Tsat 1 K 1.032
5 K 1.169
15 K 1.482
30 K 1.897
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not uniform because of the constant and continuous liquid mass
reduction along the heated wall, which results from more vapor-
ization of the liquid as the center of the heated area is approached.
During this process, menisci are formed between the wires in the
horizontal and vertical directions, and even between the wire and
the heated wall after the initial dry out occurs.

This analysis is consistent with the experimental results pre-
sented in Sec. 2.2.2. As the heat flux is further increased, the
curvature of the liquid-vapor interface becomes smaller and the
initial dry out point first appears at the center of the heated section
of the wall. For evaporation/boiling on a capillary wick structure,
the appearance of this initial dry out does not represent the CHF.
The capillary wick will still function under higher heat fluxes until
sufficient liquid can no longer be provided. As shown in Fig. 15,
the dry out regions are clearly evident for each of the different
heat flux levels tested. Here, the white rings represent the dry out
region for each heat flux level tested. At each heat flux, steady-
state operation is achieved and a specified region of the wick
remains dry. These rings represent the capillary limit for the
evaporation/boiling in the capillary wick for a specified heat flux.

4 Conclusions
The minimum meniscus radius is ultimately the determining

factor in CHF for the evaporation/boiling from capillary wicking
structures, and the results presented here illustrate that the menisci

are formed not just between the wires in the horizontal direction,
but also between the wires in the vertical direction, and between
the wire and the wall. An optimal volumetric porosity has been
shown to exist for CHF in the capillary wicks, depending upon the
thickness and mesh size. When the wire diameter and wick thick-
ness are held constant, the experimental data shows that the heat
transfer performance increases with decreases in the volumetric
porosity of the wick, but the improvement is not significant. The
reason for this small improvement is thought to be due to the
increase in the effective thermal conductivity with decreases in the
porosity, i.e., for a given heat flux, more cavities are activated in
wicks with higher effective thermal conductivities.

Some key characteristics of the evaporation/boiling from capil-
lary wicks are detailed in the discussion. When the capillary wick
thickness is less than 1 mm, the bubbles break up or collapse at

Fig. 13 Heat flux distribution along the flow direction of the
heater

Fig. 14 Liquid-vapor interface and heat transfer model in the
capillary wick structure 1. distilled water; 2. copper wire; 3.
liquid-vapor interface; 4. initial liquid-vapor interface position;
5. interface position curve at uniform heat flux; 6. interface po-
sition at actual heat flux; 7. vapor bubble; 8. first dry out point

Fig. 15 „a… Capillary wick surface before applied heat flux; „b… capillary wick after dry out. Progres-
sive dry out processes in a capillary wick during evaporation/boiling
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the free liquid-vapor interface, due to local condensation and the
pressure difference, instead of departing from the heated wall.
This feature could enhance the heat transfer capability and CHF
dramatically, due to reductions in the counterflow liquid and vapor
resistance and the enhancement in the bubble generation fre-
quency. Analysis of the liquid-vapor interface dynamics shows
that the liquid thickness in the wick, decreases nonlinearly along
the heated wall, and the first dry out point occurs in the center of
the heated area. This analysis also demonstrates that menisci are
formed not just between wires in the horizontal direction, but also
between wires in the vertical direction and between wires and the
heated wall. These new theoretical findings are consistent with
both the current and previously presented experimental results.

Both the experimental test data and the visual observations sup-
port the concept that the heat transfer limit for evaporation/boiling
in capillary wicks is the result of a capillary limit, and that the
characteristic receding of the meniscus into the wick structure is
not uniform, but rather decreases as the center of the heated area
is approached. The different heat transfer regimes for evaporation/
boiling in these different capillary wick structures have been pro-
posed and discussed based on the current and previous experimen-
tal investigations as well as the visual observations of the phase
change phenomena and the heat flux—superheat relationship.

The test data obtained herein, illustrate that the evaporation/
boiling inception is strongly dependent on the pore size in the
horizontal direction and the wick thickness, however, it is weakly
dependent on volumetric porosity. Hysteresis was also observed
from evaporation/boiling on the capillary wick in this experimen-
tal investigation.
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Nomenclature
A–E � points number in Fig. 3

Bo � Bond number
Cd � Constant in Eq. �3�
Cd� � Constant in Eq. �4�
Cp � Specific heat at constant pressure �J/kg.K�
Dd � Bubble departure diameter �mm�
G � Flow rate �kg/m2s�
g � Gravitational acceleration �m/s2�

hfg � Latent heat �KJ/kg�
Ja � Jacob number
K � Thermal conductivity �W/Mk�

K1 � Parameter in Eq. �6�
ṁ � Mass flow rate �kg/s�
M � Mesh number �m−1�
O � Center of circle
P � Pressure �Pa�

Pr � Prandtl number
q� � Heat flux �W/cm2�
R � Bubble radius �mm�

rm � Meniscus radius �mm�
R � Wire radius �mm�
t � Distance or thickness �mm�

tw � Time required for bubble growth �s�
td � Time required for bubble departure �s�
T � Temperature �K�

W � Width of mesh opening
X � X coordinate
Y � X coordinate

Greek Symbols
� � Contact angle �degree�
	 � Angle �degree�
� � Volumetric porosity
� � Surface tension �N/m�
� � Density �kg/m3�

Subscripts
in � Flow in direction
l � Parameter related to the liquid phase

out � Flow out direction
v � Parameter related to the vapor phase
w � Parameter related with the wall

sat � Parameter related with the saturation condition
eff � Effective parameter
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Operating Characteristic
Investigations in Pulsating Heat
Pipe
Pulsating heat pipe (PHP) is an interesting heat transfer device. In this paper we focus
on PHP heat transfer characteristics versus its operating temperature. In experiments of
copper and stainless steel PHPs, results indicate that, at a same input power, both the
total temperature differences (from the evaporator to condenser) and the evaporator
temperature fluctuations are relevant to operating temperature. The minimal total tem-
perature difference and temperature fluctuation appear at an operating temperature
ranging from 120°C to 160°C. Experimental analysis of the evaporator temperature
fluctuations show that single phase cooling in PHP causes a large total temperature
difference and temperature fluctuation. Phase change proportion increases at the optimal
operating temperature. Static mechanical balance combining with dynamic elastic oscil-
lation system is used to interpret PHP temperature variations versus the operating
temperature. �DOI: 10.1115/1.2349509�

Introduction
As power consumption on electrical and electronic systems in-

creases, high heat and high-density heat dissipation on their de-
vices increase rapidly as well. Pulsating heat pipe �PHP�, a low
cost and lightweight, passive device rugged enough for and ca-
pable of high heat load cooling, is expected to be an ideal thermal
solution in electric/electronic cooling. Pulsating heat pipe, also
called oscillation heat pipe �OHP� or meandering capillary-tube
heat pipe �MCTHP�, was first presented by Akachi in 1990 �1�.
According to its operating mechanism, the history of this technol-
ogy can be traced to Kurzweg and Zhao’s “dream pipe” investi-
gation on heat transfer by high frequency oscillation in capillary
tubes in 1984 �2�.

A typical PHP consists simply of a looped or unlooped capillary
tube with multiple turns. The inner diameter of the tube is con-
strained by a Bond number �Bo� less than 2, which represents the
rate of liquid slug gravitational and surface tension forces in a
capillary tube, as shown in Eq. �1�. For a common liquid, the inner
diameter of a PHP should be less than 3 mm to maintain liquid
capillary slugs.

Bo = d2 · g��l − ���/� �1�

After the PHP tube is vacuumed and filled, a certain percentage
operating liquid, alternating liquid and vapor slugs automatically
forms, and the atmosphere inside the PHP is in a saturated state.
At a steady state of PHP operation, heat transfer is achieved by
continuous oscillation movements from its evaporator to its con-
denser, which is caused by instant pressure imbalance among dif-
ferent turns. Both the phase change and sensible heat exchanges
are considered to participate in PHP heat transfer.

Deep studies on PHP operating characteristics and mechanism
have been extended since the late 1990’s. Experimentally, Akachi
et al. �3,23� first explained the principle and features of PHP and
gave some examples of applications. In a 30-turn R-142b copper
PHP, Miyazaki and Akachi �4,25� investigated oscillation pressure
characteristics for various fill ratios and orientations. Maezawa
et al. �5,24� studied a PHP consisting of 20-turn copper tube �ID

1.0 mm� with a total length of 24 m. In their experiments, the
charge ratio and PHP inclination were investigated, and tempera-
ture fluctuations at adiabatic section wall were analyzed. In an-
other experiment, diameter 1.0 and 2.0 mm PHPs with 50%
R-142b filling was compared. The performance of PHP at the
bottom heat mode was better than horizontal operation mode.
Nishino �6� measured the effective thermal conductivity of PHPs
at different operating conditions. Gi et al. �7� observed the flow
pattern with R142b as the working fluid and concluded that 50%
to 60% fill ratios are the best for the Teflon PHP. Based on the Gi
et al. PHP fill ratio, Tong et al. �8� conducted similar visualization
experiments to observe the flow circulation in a seven-turn looped
Pyrex glass PHP. Lin et al. �9,10� investigated the heat transport
capacity of a 1.75 mm inner diameter and 40-turn copper-acetone
PHP. Their experimental results indicated that PHP does not op-
erate appropriately at a fill ratio of 25%, and the desired fill ratio
is 38%. With the same experimental setup, results with FC-72 and
FC-75 show that fluorocarbon PHP with 50% fill ratio has a
higher heat transport capability than that of 38% fill ratio, and
orientation has no significant impact on PHP performance. Cai
et al. �11,12� investigated heat transfer characteristics at transpar-
ent and copper PHPs, and therefore concluded that thin liquid film
evaporation/boiling and interface evaporation of vapor bubbles
suspended in liquid slug are two main modes of the phase change.
Khandekar et al. �13� conducted detailed reviews on PHP experi-
ments and simulations. Vapor and liquid slug behaviors were ob-
served in a transparent PHP, and the fill ratio effect was evaluated
at a 2.0 mm 5-turn vertical copper PHP. In addition, Chandra-
tilleke et al. �14� introduced PHP technology to cryogenic cooling
application. Miyasaka tested two turns PHP at micro gravity en-
vironment for satellite EFTs cooling. Zuo et al. �15� applied a
sintered powder wick in a PHP and demonstrated a cooling capa-
bility of 300 W/cm2 without dryout. Katoh et al. �16� introduced
PHP technology in avionics device cooling. Thermal resistance of
avionics chassis wall was significantly reduced by an embedded
PHP. In theoretical investigations, Miyazaki �17� first presented a
wave equation of pressure oscillation based on the analytical
model of self-excited oscillation and compared with experimental
results. Zuo et al. �15� established a working liquid oscillation
correlation with Newton’s law. In terms of dumped mechanical
vibration theory, Ma et al. �18� simulated PHP oscillation move-
ments and plotted oscillation relations varying with working fluid,
operating temperature, dimensions of PHP, and filled liquid ratio.
Wong et al. �19� simplified the PHP operating mechanism with a
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spring and mass system and predicted the kinematics behaviors of
liquid slugs and vapor bubbles. Shafil et al. �20� and Zhang et al.
�21� developed an analytical model to simulate behaviors of liquid
slugs and vapor bubbles in both unlooped and looped PHPs. They
concluded that the number of liquid slugs and vapor bubbles re-
duces to the number of evaporators �turns� regardless of the initial
quantity of liquid slugs and vapor bubbles, and that heat transfer
in PHPs is due to the exchange of sensible heat.

Heat transfer in PHP is a very complicated procedure. Its oper-
ating mechanism is becoming more and more known and de-
tected. However, investigations into this technology are still
needed. As for current research, results are inconsistent; and PHP
parameter effects, such as material, size, geometer, high-G, non-
condensable gas, criterion of turns’ number of PHP, still bring
some uncertainty for a comprehensive understanding. These in-
consistencies and uncertainties eventually limit further extensive
applications of PHP technology. As indicated in the PHP applica-
tion on avionics system, heat transfer capability was strongly rel-
evant to PHP operating temperature. In this paper we explored
new avenues of releasing PHP heat transfer characteristics versus
PHP operating temperature.

Experimental Setups
Since experiments of PHP operating characteristics versus tem-

perature cover a large range of testing temperature, high internal
vapor pressure beyond 210°C brings safety considerations at the
tube bended section and end seals. Thus, besides a copper PHP,
two high strength stainless steel PHPs are designed. Figure 1
shows a PHP test prototype made of a 3.175 mm �OD� stainless
steel tube. In terms of the difference of inner diameters, the stain-
less steel PHPs with inner diameters 1.568 and 1.397 mm are
marked as PHP-A and PHP-B, respectively. The copper PHP has
the same dimensions as PHP-A. Both the stainless steel PHPs and
copper PHP have 12 turns and 20 cm length �5.0 m in total�.
Distilled water is selected as an operating liquid for high heat flux
heat transfer because of high latent heat. The copper PHP and
stainless steel PHPs adopt unlooped structures by which PHP
vacuum and liquid inject procedures can be simplified. The liquid
charge process is that it first vacuums the PHP, injects the vacuum
degassed liquid, seals the injection end, slowly vacuums the other
end until first liquid slug appears, and finally pinches and solders
the seals. Three typical fill ratios, 40%, 55%, and 70%, are cho-
sen. An aluminum heat sink is mounted on one end of the PHP
functioning as the condenser, and copper clampers are designed to
increase the thermal contact surface at the PHP evaporator end.
Both the evaporator and condenser sections are 2.5 cm in length.

The test system schematic is shown in Fig. 2. The experimental
prototype is horizontally set up. Except for the exposed condenser,
PHP is thermally insulated by 4.0 cm silica fiber blankets. High
temperature heating tapes are pressed on both sides of the copper
clamper and heat the PHP evaporator. Two series of thermo-
couples are mounted along the PHP wall, and each series consists
of 7 thermocouples from the evaporator to the condenser. The
condenser of test PHP is cooled by air convection driven by a
cooling fan. A 12-V power supply is used to rotate the fan. In
experiments, lower PHP operating temperatures are obtained by
increasing the fan’s rotational speed, and higher PHP operating
temperatures need lower flow speed to decrease heat exchange
between the condenser and ambient. A data collection system in-
cluding a data-acquisition, a one-channel power meter and a com-
puter is set up to record and process experimental data.

At each input power, temperature effect of PHP is investigated
by measuring PHP thermal conduction at different operating tem-
peratures. Unlike the operating temperature in a conventional heat
pipe, an operating PHP has a large total temperature difference
��T� from the evaporator to condenser, defined in Eq. �2�. In this
paper, average evaporator temperature �in steady state� is defined
as PHP operating temperature, since it is closer to a saturated
condition. In addition, to investigate the temperature gradient
along a PHP, local temperature differences are defined as:

�T = Ttc7 − Ttc1

�Te = Ttc1 − Ttc3

�2�
�Ta = Ttc3 − Ttc5

�Tc = Ttc5 − Ttc7

�Te, �Ta, and �Tc defined above represent temperature differ-
ences at the evaporator, adiabatic and condenser sections, respec-
tively.

Experimental Results
In the test system described above, temperature measurements

are conducted at steady states for each input power and operating
temperature. The temperature spots drawn in the figures are their
average values versus time. The temperature measurement bias of
thermocouple is within ±0.5°C, and input power varies within
±2.0 W. The maximum heat loss is less than 5% of the total input
power while PHP operates at a high temperature and heat load.

Experimental results of the water copper PHP with a 40% fill
ratio are plotted in Fig. 3. For each input power level from
100 to 400 W, the total temperature difference ��T� shows a
“from decreasing to increasing” procedure. At the temperature
ranging from 120°C to 150°C, the PHP reaches its maximum

Fig. 1 Testing stainless steel PHP

Fig. 2 Schematics of test system
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thermal conductivity and minimizes its total temperature differ-
ence. For a 100 W test, the minimal total temperature difference is
only 3°C–4°C, comparing a 40°C large �T at 75°C. With in-
crease of heat loads �from 100 to 400 W�, the minimal total tem-
perature difference increases and corresponding operating tem-
perature rises.

Since the heat exchange rate of the PHP condenser is limited by
the mode of air-cool, lower operating temperatures at a high heat
load are not available. On the other hand, the increasing operating
temperature is finally stopped by high internal saturated pressure
at 200°C–210°C approximately.

Similar experimental results are shown in Figs. 4 and 5 for the
copper PHP tests with 55% and 70% fill ratios. At every heat load
level, the total PHP temperature difference exhibits the same trend
that first reduces and then increases. Variations of total tempera-
ture differences are seriously relevant to the operating tempera-
ture. From 40% to 70%, the increases of the fill ratio raise total
temperature difference at each corresponding operating tempera-
ture and narrow the optimal operating temperature range �Fig. 5�.

To further understand PHP characteristics at a higher operating
temperature, stainless steel PHP-A and PHP-B are tested, and re-
sults are plotted in Figs. 6 and 7. Prior to the 240°C maximum
operating temperature reached, similar curves imply that a same
physical mechanism governs their operation. By comparing the
two figures, PHP-B that has the smaller inner diameter has less
sensitivity on heat load changes. PHP-A has larger total tempera-
ture difference variation while input powers are changed. For both

stainless steel PHP tests, the total temperature differences undergo
rapid increase after reaching their minimal values.

By comparing Figs. 5 and 6, it is shown that PHP material
properties causes very different operating performance. With the
same fill ratio and geometry, the copper PHP shows smaller �T at
each power level. Moreover, the material effect is also embodied
on PHP startup. PHP-A and B with 40% fill ratio does not work at
all power levels. When the fill ratio becomes 55%, a preheating

Fig. 3 Test results of the copper PHP, 40%, water

Fig. 4 Test results of the copper PHP, 55%, water

Fig. 5 Test results of the copper PHP, 70%, water

Fig. 6 Test results of stainless steel PHP-A, 70%, water

Fig. 7 Test results of stainless steel PHP-B, 70%, water
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condition is needed to start their operation. Only at 70% fill ratio
shown in Figs. 6 and 7, the stainless steel PHPs could normally
work. Dryout occurs in both stainless steel PHPs when operating
temperatures exceed 220°C and input power is above 200 W.
Disparate with a conventional heat pipe, the phenomenon of PHP
dryout accompanies continuous oscillation motions and gradually
increases the evaporator temperature, as shown in Fig. 8.

In Figs. 9 and 10, local temperature differences at the evapora-
tor, adiabatic and condenser sections, �Te, �Ta, and �Tc, are plot-
ted to understand heat transfer performance at different PHP sec-
tions. For the 40% water copper PHP shown in Fig. 9, all local �T
tends to rapidly decrease prior to 125°C. After that point, �Ta and
�Tc tend to be constant at the tested operating temperature range,
and only �Te starts to increase. After this point, the increase of
total PHP �T is more related to the variation of �Te. The local �T
at adiabatic section has only 0.2°C temperature difference when
the operating temperature is above 125°C. Similar test results in
Fig. 10 are for the PHP-B with 70% water. All local �T curves are
lifted up because of poor thermal conductivity of stainless steel
material.

Temperature fluctuation of the PHP evaporator is a critical char-
acteristic and is caused by operating liquid �from the condenser
side� wetting dry evaporator sections. Figures 11 and 12 show the
temperature fluctuations of the PHP evaporator via operating tem-
peratures. By comparing test results of the copper PHP shown in
Figs. 11�a� and 11�b�, the PHP with 40% water has a greater
fluctuation amplitude than the PHP with 70% fill ratio at a lower

operating temperature. For test results plotted in Fig. 11�a�, tem-
perature fluctuation amplitude reduces from 13°C to less than
1°C when the operating temperature increases from
80°C to 135°C. As shown in Fig. 11�b�, further increasing oper-
ating temperature from 160°C to 180°C tends to increase tem-

Fig. 8 Dryout phenomenon in PHP-B, 70%, and 300 W

Fig. 9 Temperature difference at different sections, Copper
PHP, 40%, 200 W

Fig. 10 Temperature difference at different sections, PHP-B,
70%, 200 W

Fig. 11 Temperature fluctuation, copper PHP, 40 & 70%, 100 W

Fig. 12 Temperature fluctuation, PHP-A, 70%, 100 and 400 W
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perature fluctuation amplitude. The stainless steel PHP-A shows a
clearer increase of temperature fluctuation amplitude when oper-
ating temperature is above 200°C shown in Fig. 12�b�. As a sum-
mary, oscillation frequency, and temperature fluctuation amplitude
validate the relationship: Lower frequency always accompanies
larger fluctuation amplitude and high frequency oscillation re-
duces temperature fluctuation amplitude to the minimal.

Combining Fig. 11 with Figs. 3 and 5; the minimum tempera-
ture fluctuation amplitudes also correspond to the minimum total
temperature differences; the larger �T always accompanies the
occurrence of larger temperature fluctuation amplitude. These re-
sults could be analyzed qualitatively in the following discussions.

Results Analysis
In all heat pipes including the PHP, the saturated state appears

at the vapor/liquid interface, where both liquid and vapor have the
same saturated temperature. However, in the PHP, the vapor/liquid
interfaces may not be located at the evaporator and condenser
when the evaporator and condenser undergo temporary dry and
subcooled liquid fill, respectively. The positions of saturated con-
dition dynamically vary with oscillation movements. When the
evaporator is dry and overheated, the interface moves to some-
where in the middle of the PHP. When the evaporator is filled by
liquid slug or painted with liquid film after liquid slugs pass, the
saturated condition shows in the evaporator. As a result, the PHP
temperature wall-to-wall measurements do not directly reflect
saturated temperature and pressure distributions. Based on this
point, PHP tube material effect and �T variation versus operating
temperature are analyzed as below.

As a critical factor impacting PHP performance, PHP material
properties not only affect thermal conduction resistance, but also
govern the startup mechanism of oscillation and PHP operation.
At the incipience shown in the upper portion of Fig. 13, when heat
starts to enter PHP, long liquid slugs and vapor bubble form be-
cause of evaporation in the evaporator and condensation in the
condenser. Due to heat transfer along the tube wall, oscillation
movements are initiated by evaporation, which first occurs at the
closest liquid slug/vapor interface to the evaporator. In this proce-
dure, the �x from the evaporator to the closest liquid slug and
tube material conductivity decide the starting �T for initiating. If
the thermal conductivity of the PHP tube material is low, such as
stainless steel, a large �T is expected prior to the PHP start. At
lower fill ratio �larger �x�, PHP is even failed to start. After PHP
starts, lower thermal conductivity of the tube wall weakens heat
transfer to interface and increases dryout time in the evaporator,
temperature fluctuations, and the total temperature difference.

An analysis of �T variation versus PHP operating temperature
is conducted from two viewpoints. First, from a static mechanical
balance viewpoint, the schematic in Fig. 13 �the bottom two
tubes� illustrates the interaction between saturated pressure differ-
ences and flow resistance. The T1 and T2 mean the saturated tem-
perature located at PHP turn No.1 and No.2 �close to the evapo-

rator�. The P1 and P2 are the corresponding saturated pressures.
During PHP operating, each oscillation movement pushes liquid
slugs to move to an adjacent turn and condenses vapor. When the
liquid slug reaches the hot adjacent turn, intense boiling/
evaporation caused by liquid wetting the dry surface induces a
new oscillation. Assume the inertia force is negligible, the me-
chanical balance is statically established between pressure differ-
ence between the two vapor/liquid interfaces P2-P1 and flow fric-
tion. Temperature difference between adjacent turn T1-T2
represents the evaporator temperature fluctuation and reflects
magnitude of flow resistance. Since vapor flow resistance is neg-
ligible compared with liquid, liquid viscosity and velocity are
main variants of flow resistance ��P=32 �lLV /d2�. Liquid �wa-
ter� viscosity rapidly reduces when operating temperature in-
creases, which lowers flow resistance and increases oscillation
frequency.

Verified from experimental results, at lower operating tempera-
ture, the higher flow resistance needs a larger saturated pressure/
temperature difference �T2-T1� for oscillation movements. To pre-
pare this condition, stagnations of liquid slugs in the condenser
and the dry evaporator is extended. Therefore, the lower oscilla-
tion frequency observed experimentally enforces single phase
cooling and increases the PHP total temperature difference and
fluctuations. With an increase of operating temperature, the low-
ered flow resistance and therefore enhanced oscillation frequency
�velocity� reduce the liquid subcooling duration in the condenser
and send warmer liquid to the evaporator. Consequently, single-
phase cooling and temperature fluctuation are lowered. The lowest
PHP �T and temperature fluctuation amplitude shown in Figs. 3
and 11�a�, respectively, indicate that both the evaporator and con-
denser are close to saturated conditions; the evaporator is mostly
wetted; and heat transfer of the phase change is enhanced to the
maximum.

However, the analysis above cannot effectively explain the rise
of �T and temperature fluctuation when PHP operating tempera-
ture continues increasing after the optimal spot
��120°C–160°C�. Understanding the mechanism during that pe-
riod requires considerations from the viewpoint of the dynamic
elastic system.

As shown in Fig. 14, an operating PHP can be simplified as a
series spring system with mass blocks. Each PHP turn can be
looked at as a spring with a mass block. The mechanical energy
balance in this system is between kinetic loss caused by flow
resistance and expansion work of saturated vapor. Based on the
mathematical model described by Ma, et al. �22�, the spring and
mass block system can be expressed as:

d2x

d�2 +
c

m

dx

d�
+

k

m
x =

B

m
�1 + cos����� �3�

Here, k is

k =
A��RT

L�

�4�

From Eq. �4�, the effective spring elasticity k represents the
compression capability of vapor slugs, and increases when vapor
density �operating temperature� increases. That means, at high op-
erating temperature, the spring system becomes firmer and needs a
higher pressure difference to maintain the effective oscillation am-
plitude supplying liquid from the condenser to the evaporator. As
results, an increased pressure difference causes a temperature fluc-
tuation increase, extends the liquid stagnation at the condenser,
and increases the total PHP temperature difference. From this

Fig. 13 PHP startup and oscillation mechanisms

Fig. 14 Model of oscillation movement of PHP
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point, the occurrence of dryout indicates the effective PHP oscil-
lation mechanism is significantly weakened. However, even in the
dryout state, oscillation movements still exist �Fig. 8�, which leads
to the gradual increase of the evaporator temperature.

Conclusions
Based on the experimental results and analysis discussed above,

investigations of PHP operation characteristics lead to the follow-
ing conclusions:

�1� PHP temperature characteristics indicate that the minimal
PHP total temperature difference and fluctuation appear at
the optimal operating temperature ranging from
120°C to 160°C.

�2� Single phase cooling in the PHP causes a large total tem-
perature difference �between the evaporator and condenser�
and fluctuation. Phase change proportion increases at the
optimal operation condition.

�3� Variations of the PHP total temperature difference versus
operating temperature can be explained through static me-
chanical balance combining with dynamic elastic oscilla-
tion system. The reduction of flow resistance and the in-
crease of system elasticity are critical factors.

Further investigations will be conducted to mathematically
model and simulate the PHP temperature effect and to predict the
dryout phenomenon.
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Nomenclature
B 	 coefficient defined for Eq. �3�
c 	 coefficient defined for Eq. �3�
d 	 diameter, m
k 	 system effective elasticity, N/m
L 	 length, m
m 	 mass, kg
P 	 pressure, Pa
R 	 gas constant, J/�mol K�
T 	 temperature, °C
V 	 velocity, m/s
x 	 oscillation amplitude, m

Greek symbols
� 	 difference
� 	 mass density, kg/m3

� 	 liquid viscosity, N s/m2

� 	 time, s

 	 oscillation frequency, /s

Subscripts
a 	 adiabatic section
e 	 evaporator
c 	 condenser
l 	 liquid

v 	 vapor
tc 	 thermocouple
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In this study, two silicon wafer substrates were coated with verti-
cally aligned multiwalled carbon nanotubes (MWCNT) “forests”
and were used for pool boiling studies. The MWCNT forests (9
and 25 �m in height) were synthesized on the silicon wafer sub-
strates using chemical vapor deposition (CVD) process. The sub-
strates were clamped on a cylindrical copper block with embed-
ded cartridge heaters. The heat flux was measured using sheathed
K-type thermocouples, which were placed inside the cylindrical
copper block. Pool boiling experiments using refrigerant PF-5060
as the working liquid were conducted to obtain the pool “boiling
curve.” The experiments were conducted in nucleate and film
boiling regimes to investigate the effect of MWCNT height on pool

boiling performance. Reference (control) experiments were also
performed with an atomically smooth bare silicon wafer (without
MWCNT coating). The results show that the MWCNT forests en-
hanced critical heat flux (CHF) by 25–28 % compared to control
experiments. For the film boiling regime, Type-B MWCNT (25 �m
in height) yields 57% higher heat flux at Leidenfrost point (film
boiling regime) compared to control experiments. However, for
the Type-A MWCNT (9 �m in height) the film boiling heat flux
values are nearly identical to the values obtained for the control
experiments performed on bare silicon.
�DOI: 10.1115/1.2349511�

Keywords: carbon nanotube, CNT, pool boiling, critical heat flux,
Leidenfrost boiling, silicon wafer

Introduction
Boiling is the most efficient mode of heat transfer. Hence, it is

considered an attractive option for the emerging thermal manage-
ment schemes. In addition, perturbing various transport mecha-
nisms in boiling is important for energy conversion devices, insu-
lation schemes for cryogenic systems, energy storage, materials
processing, and futuristic applications �e.g., ablation cooling for
high-speed civil transport�. Many researchers reported the en-
hancement of boiling heat transfer by using novel materials or
structures. Ramaswamy et al. �1� conducted experiments by em-
ploying enhanced structures consisting of six layers of copper
plates with rectangular channels cut on either side of the plates.
The combined effect of the system pressure and liquid subcooling
on the boiling performance of the enhanced structure was studied
in these experiments. The authors reported that boiling heat flux
increased on the enhanced structures. The combined effects of
subcooling and system pressure were also found to augment the
boiling heat flux on the enhanced structures. Mudawar and
Anderson �2� performed pool-boiling experiments using multiple
levels of enhanced surfaces on a pin fin and obtained critical heat
flux �CHF� of 105.4 W/cm2 and 159.3 W/cm2 using FC-72 as a
working fluid under saturated and subcooled conditions �for 35°C
liquid subcooling�, respectively. Coursey et al. �3� used graphite
foams for pool-boiling experiments. The effects of chamber pres-
sure, liquid level, and working fluid on nucleate boiling were re-
ported in this study. The thermal conductivity of the component
graphite ligaments in the foams was reported to be five times
higher than for copper. The thermal diffusivity of bulk graphite
foam was reported to be four times that of aluminum due to the
higher thermal conductivity and lower density. The authors re-
ported that using graphite foams as an evaporator in a thermosi-
phon enhanced cooling for a fixed wall temperature, especially at
lower chamber pressure. The enhanced cooling at lower pressure
can be attributed to a decrease in saturation temperature, which
corresponds to an increase in wall superheat �for a fixed wall
temperature�.

After discovery of carbon nanotubes �CNT� in 1991 by Iijama
�4�, there has been a growing interest for various applications of
CNT. CNT have very broad range of thermal, electrical, and struc-
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tural properties that can be tailored to various molecular structural
types �length, diameter, and orientation�. According to Berber et
al. �5�, the thermal conductivity value of CNT is 6600 W/m K
�around 17 times higher than that of copper� at room temperature
and drops drastically to 3000 W/m K �around eight times higher
than that of copper� at 400 K.

In this study, the effect of nanostructured surfaces on pool boil-
ing was studied for nucleate and film boiling regimes. The aim of
this study was to explore the physics of the transport mechanisms
during pool boiling on nanostructured surfaces. The ultimate goal
is to understand the transport mechanisms on the nanoscale and
therefore prepare the foundations for developing new methods for
augmenting heat transfer.

The nanostructured surfaces were realized by the synthesis of
vertically aligned multiwalled carbon nanotubes �MWCNT� on
atomically smooth silicon wafer substrates using chemical vapor
deposition �CVD� process. An experimental apparatus was built
for pool boiling studies that consisted of a viewing chamber con-
taining a heater unit. The silicon wafer substrate with either the
nanostructured surface or the atomically smooth bare surface was
clamped on the heater unit and pool boiling experiments were
performed on these surfaces. The property values of the working
fluid �PF-5060, manufactured by 3M Co.� are listed in Table 1 �6�.

Experimental Apparatus
The experimental apparatus used in this study consists of: �i� a

viewing chamber, which is used to house; �ii� a heater unit; and
�iii� a silicon substrate clamped on top of the heater unit. The
voltage signals from the thermocouples embedded in the heater
unit were recorded using a computer-controlled high-speed data
acquisition system. Figure 1 shows the schematic diagram of the
experimental setup.

Heater Unit. A heater unit was mounted inside the viewing
chamber. The heater unit was fabricated by enclosing the cylin-
drical copper block �8.89 cm dia� inside an annular steel jacket.
The annular steel jacket was used to prevent any boiling from
occurring on the sides of the copper block. A silicon wafer was
placed on top of the copper block and clamped with an annular
steel disk. A Pyrex® wafer was placed between the silicon wafer
and the copper block to minimize the electrical noise from heat-
ers. Five cartridge heaters were placed in the copper block �three
of 500 W rating and two of 300 W rating, manufactured by
Watlow Inc.�. Twelve K-type thermocouples were flush mounted
inside holes drilled at different depths and radial locations along
the side of the copper block. One thermocouple was placed in the
liquid PF-5060 to ensure the bulk liquid was maintained at satu-
ration temperature.

Synthesis and Growth of MWCNT on Silicon. MWCNT for-
ests were grown on the silicon wafer using chemical vapor depo-
sition �CVD� techniques. The MWCNT structures were uniform
in height �Fig. 2�a��. Two different heights of MWCNT forests
were used in the experiments: with heights of 9 and 25 �m, re-
spectively. The heights of MWCNT were selected so that one is
smaller and the other is greater than the dynamic value of the
minimum vapor film thickness in film boiling. According to nu-
merical and experimental results by Banerjee and Dhir �7,8� and
Banerjee et al. �9�, the dynamic values of the minimum vapor film
thickness in film boiling of PF-5060 is �15–20 �m. Figure 2
shows the SEM images of the silicon wafer substrates containing
MWCNT forests. Typically, the vertically aligned MWCNT “for-

Table 1 Thermo-physical properties of PF-5060 at atmo-
spheric pressure †6‡

Property Liquid Vapor

Density, kg/m3 1610.68 12.52
Kinematic viscosity, kg/m3 2.78�10−7 1.15�10−6

Prandtl number 9.8 0.81
Specific heat, J /kg-K 1132.62 651
Thermal conductivity, W/m-K 0.0539 0.0124
Surface tension, N/m 8.448�10−3

Latent heat of vaporization, J/kg 85034.34

Fig. 1 Schematic diagram of experimental apparatus consisting of: „1… viewing chamber, „2… heater appa-
ratus, and „3… silicon wafer surface with multiwalled carbon nanotube „MWCNT… forests
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ests” are synthesized using the CVD process—by flowing
5 mol.% C2H2 at 580 sccm �standard cubic centimeters per
minute� in He at atmospheric pressure in a quartz tube maintained
at 680°C. To obtain MWCNT of desired height, the synthesis

time can range from a few seconds to �10–20 min since the
growth rates of the MWCNT are �1–2 �m/min. Prior to per-
forming CVD synthesis of MWCNT an iron film of 5 nm thick-
ness was deposited on the silicon wafer by electron beam evapo-
ration to serve as a catalyst. Earlier investigations �10� using SEM
and thermal gravimetric measurements indicated that the purity of
the synthesis process was very high ��96–98 % Carbon in the
form of MWCNT� with 2–4 % Fe and amorphous carbon. No
carbon particles were observed in these tests. The diameter of the
vertically aligned MWCNT varied from �8–16 nm. The CVD
process results in nucleation and growth of the MWCNT on a
random pitch of �8–16 nm on the silicon substrate, resulting in a
high surface coverage and high surface density of the nanotubes.
Therefore, the surface density of the MWCNT was not controlled
in this nanosynthesis process. Details about the CVD process for
synthesis and growth of MWCNT forests are described in �10�.

Experimental Procedure
Pool boiling experiments were conducted under steady-state

conditions. The voltage input to the heaters was adjusted by a
variac and increased from 13 V to 35 V in increments of 3–5 V
for obtaining the nucleate boiling segment of the boiling curve
until the maximum heat flux condition �critical heat flux �CHF��
was reached. Incrementing the input voltage by �0.5 V beyond
CHF resulted in transition boiling and rapid increase in tempera-
ture of the heater apparatus. The input voltage was then reduced
progressively until stable film boiling was obtained. During film
boiling, the voltage was reduced in steps of �0.5–2 V until tran-
sition boiling was obtained. This procedure was used to estimate
the “hysteresis” in the boiling curve. Typically, each voltage set-
ting required 2–3 h to obtain steady state and required a total time
of �24–36 h to conduct each experiment.

Before starting each experiment, the liquid pool was boiled
using a tubular heater that was installed around the steel jacket.
This was performed to remove any dissolved gases in PF-5060
and to heat the side-walls of the viewing chamber so that rapid
convergence to steady-state conditions could be obtained. During
the experiments, especially at lower superheats, the input power to
the tubular heater was adjusted by a variac in order to maintain the
liquid temperature in the pool at the saturation temperature of
PF-5060 �56°C�. The working liquid was periodically replenished
into the pool to maintain the liquid level within a height of
3.2–4.5 cm above the boiling surface during the experiments.
Typically, the liquid level was replenished after recording each
steady-state data and required �2–3 h of waiting time for obtain-
ing steady-state temperature conditions after each replenishment.

After steady-state conditions were reached, the temperatures
from the wire-bead K-type thermocouples �embedded in the cop-
per block� were recorded with a computer-controlled high-speed
data acquisition system. The data acquisition system consisted of
NI SCXI-1102C Analog MUX, and PCI-6251 DAQ board with
Pentium-4 3.2 GHz computer, and controlled by a software pro-
gram coded using LABVIEW 7.1 �Manufactured by National Instru-
ments�. To ensure that the working liquid was maintained at satu-
ration temperature, the temperature from a thermocouple
submerged in the liquid pool was continuously recorded and
monitored.

Data Reduction
The heat flux �in watts per meters squared� was evaluated from

the gradient of the temperature profiles in the copper block

q� = − k
�T

�x
�1�

where k is the thermal conductivity of the copper block �watts/
meter Kelvin�, �T is the temperature difference between two ther-
mocouples lying in the same vertical plane �in degrees Celsius�,
and �x is the distance �in meters� between the thermocouples.

Fig. 2 SEM image of type-B MWCNT „25 �m in height… synthe-
sized on silicon substrate: „a… side view before experiment, „b…
top view before experiment, and „c… top view after experiment
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In this experiment, the wall temperatures were calculated by
utilizing thermal resistance values obtained from prior tempera-
ture measurements using surface micromachined thin film thermo-
couple �TFT� on the silicon wafer �11�. From these experiments
�11�, the correlation of the thermal resistance �Rt �watts/degrees
Kelvin�� between the silicon wafer surface �at the boiling surface�
and top of the copper block in nucleate and film boiling regime
was

Rt = �− 4 � 10−4�Tc + 0.2302 �nucleate boiling�;

Rt = 0.1037 �film boiling� �2�

where Tc is the temperature at top surface of the copper block
�degrees Celsius� obtained from the embedded thermocouples.

The wall temperature was calculated using Eq. �3�.

Tw = Tc − q�AwRt �3�

where, Tw is the wall temperature �degrees celsius�, Aw is the
boiling area �meters squared�. The experimental uncertainties for
q� �and, therefore, Rt� in these experiments was ±15.5% and
±20.5% in nucleate and film boiling, respectively �11�.

The uncertainty of the heat flux and the heat transfer coefficient
in boiling were calculated using Kline and McClintock method
�12� as follows:

�q�

q�
=���k

k
�2

+ ���T

�T
�2

+ ���x

�x
�2

�4�

where � is the statistical uncertainty value for each variable.
The uncertainty in determination of the vertical distance be-

tween two thermocouples embedded in the copper block was es-

timated to be ±3.0%, which was determined by the machining
accuracy. The uncertainty of the thermal conductivity of the cop-
per block was assumed to be ±1.0% based on thermophysical
property table �13�. The uncertainty in determination of the tem-
perature difference was estimated from a number of sources.
Since 16 bit precision was used in the data acquisition hardware
the absolute precision was ±0.005°C, based on the temperature
range chosen for the experiment. From the room-temperature
measurements using thermocouples embedded inside the copper
block the deviation was less than ±0.05°C. The total uncertainty
of temperature differential was estimated to be ±5.4% at CHF and
±21.7% at minimum heat flux �MHF�. Therefore, the total experi-
mental uncertainties for the wall heat flux were estimated to be
±7.9% and ±28.5% at CHF and MHF points, respectively.

Experimental Results
A reference �control� experiment was performed using an

atomically smooth bare silicon wafer. The effect of surface imper-
fections �e.g., cavities, grooves, etc.� on pool boiling was there-
fore eliminated using the bare silicon wafer. With commercial
substrates �e.g., copper� the differences in distribution of the sur-
face cavities on different substrates could make the boiling heat
transfer data inconsistent for comparison. The control experiment
therefore provides a consistent reference for the heat transfer aug-
mentation due to presence of the different types of MWCNT.
Also, by eliminating the effects of surface cavities—the complexi-
ties of the thermofluidic transport mechanisms are reduced. This
helps to understand the physics of the boiling process on the
MWCNT and to estimate the contribution to the total heat flux
from the nano-structured surfaces compared to atomically smooth
substrates.

Fig. 3 Saturated pool boiling curve for PF-5060 on type-A
MWCNT „9 �m in height… synthesized on silicon wafer. Satura-
tion temperature of PF-5060=56°C. „a… Pool boiling curve for
PF-5060 on type-A MWCNT. „b… Comparison of pool boiling
curve of type-A MWCNT with bare silicon. „the numbers in pa-
renthesis denote the experimental run.…

Fig. 4 Saturated pool boiling curve for PF-5060 on type-B
MWCNT forests „25 �m in height… synthesized on silicon wafer.
The saturation temperature of PF-5060=56°C. „a… Pool boiling
curve for PF-5060 on type-B MWCNT. „b… Comparison of pool
boiling curve for type-B MWCNT with bare silicon „the numbers
in parenthesis denote the experimental run….
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Type-A MWCNT Forests (9 �m in height). Experiments
were conducted for Type-A MWCNT forests deposited on a sili-
con wafer �height of MWCNT forests was 9 �m�. Figure 3�a�
shows the pool boiling curve obtained from experiments for the
type-A MWCNT. No incipience excursion was observed in these
experiments. The CHF point was obtained at wall superheat of
69°C, and the associated heat flux was 3.95�104 W/m2. The
experiment was repeated, and the CHF was obtained at wall su-
perheat of 70°C with a heat flux value of 4.35�104 W/m2.

On a bare silicon wafer, boiling inception was recorded at
3.2°C wall superheat �Fig. 3�b��. No incipience excursion was
observed in these experiments. Critical heat flux �CHF� was
achieved at 3.5�104 W/m2 for a wall superheat of 75°C. The
Leidenfrost point �MHF �minimum heat flux� in film boiling� was
obtained at wall superheat of 60°C with an associated heat flux of
0.86�104 W/m2. The difference in the wall superheat between
the CHF and Leidenfrost points was �15°C. The nucleate boiling
heat fluxes are 25% lower than for type-A MWCNT.

In the film boiling regime, nearly identical heat flux values
were obtained �within the bounds of the experimental uncertainty�
for the two experimental runs with type-A MWCNT and bare
silicon. The Leidenfrost point was found to occur at wall super-
heat of 64°C. The wall superheat at Leidenfrost point for type-A
MWCNT forests is 4°C higher than that for bare silicon wafer. At
the Leidenfrost point, the heat flux was 0.98�104 W/m2, which
is 14.4% higher than that for the bare silicon wafer. For type-A
MWCNT forests, the difference in wall superheat between the
CHF and Leidenfrost points is around 6°C �this is less than half
of the corresponding difference for the bare silicon wafer�.

Experiments Using Type-B MWCNT Forests (25 �m in
height). Figure 4�a� shows the experimental results conducted
with the type-B MWCNT forests deposited on a silicon wafer
�height of MWCNT forests was 25 �m�. As shown in Fig. 4, the
heat flux values measured in nucleate boiling during the first ex-
periment is smaller than the second experiment. On visual obser-
vation the MWCNT forests were found to contain two scratch
marks, less than a centimeter long, on the edge of the wafer �pos-
sibly from the clamp� at the conclusion of the first experiment.
However, on performing visual observation after the second ex-
perimental run, the MWCNT forests were found to be unaffected.
For both experiments using type-B MWCNT, no incipience excur-
sion was observed.

The heat fluxes in nucleate boiling for type-B MWCNT is less
than that obtained for type-A MWCNT. However, the heat fluxes
for type-B MWCNT are still higher than that for bare silicon
wafer. The type-B MWCNT has lower heat flux at CHF point
compared to type-A MWCNT, even though the wall super heat at
CHF point is significantly higher than that for type-A MWCNT.
The measured heat flux and the wall superheat at CHF point for
type-B MWCNT were 3.79�104 W/m2 and 74°C, respectively,
for the first experimental run. The heat flux value and the associ-
ated wall superheat at CHF point were 4.46�104 W/m2 and
68°C, respectively, for the second experimental run. This value of
heat flux for type-B MWCNT is 28% higher than for bare silicon.

For the two trials with type-B MWCNT, CHF was obtained at
74°C and 68°C. On increasing the temperature beyond CHF con-
ditions, a combination of nucleate and film boiling was observed.
The film boiling region was localized near outer the edge of the

Table 2 Critical heat flux „CHF… and minimum heat flux „MHF… values for bare silicon, type-A
MWCNT „9 �m…, and type-B MWCNT „25 �m…

Critical heat flux �CHF� Minimum heat flux �MHF�

CHF�10−4 �W/m2� Tw−Tsat�°C� MHF�10−4 �W/m2� Tw−Tsat�°C�

Bare Si 3.49 75 0.86 60
Type-A 4.35 70 0.98 64
Type-B 4.46 68 2.21 95

Fig. 5 Comparison of saturated pool boiling curve for PF-5060 on bare silicon and MWCNT synthesized
on silicon. The MWCNT are of two different heights: type-A MWCNT „9 �m in height… and type-B MWCNT
„25 �m in height…. Saturation temperature of PF-5060=56°C „the numbers in parenthesis denote the
experimental run….
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Fig. 6 Images of boiling obtained during the experiments: „a… near CHF point
on bare silicon wafer, „b… near Leidenfrost point on bare silicon wafer, „c… near
CHF point on type-A MWCNT, „d… near Leidenfrost point on type-A MWCNT, „e…
near CHF point on type-B MWCNT, and „f… near Leidenfrost point on type-B
MWCNT
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silicon wafer �near the clamps�, and the nucleate boiling region
was localized in the center of the silicon wafer. This is character-
istic of transition boiling regime. For wall superheats exceeding
105°C, a continuous vapor film was observed over the whole area
of the exposed wafer.

For film boiling regime, the heat flux for type-B MWCNT is
higher than that for bare silicon. The heat flux measured near
Leidenfrost point �at wall superheat of 95°C� for type-B
MWCNT was 2.21�104 W/m2, which is 57% higher than that
for bare silicon at the same wall superheat. Figure 4�b� shows a
comparison of pool boiling curve for type-B MWCNT with bare
silicon.

The effect of MWCNT forests �types A and B� on pool boiling
is compared to that of the bare silicon wafer in Fig. 5. For nucle-
ate boiling regime, type-A and type-B MWCNT forests have
higher heat flux values than that for bare silicon at each of the data
points for different wall superheat. The heat flux at CHF for
type-A and type-B MWCNT are higher than for bare silicon. From
the results, it can be concluded that the MWCNT enhances nucle-
ate boiling heat flux, but the height of MWCNT is not a sensitive
parameter.

For film boiling regime, the heat flux for type-B MWCNT is
higher than that for type-A MWCNT and bare silicon. However,
within the bounds of the experimental error - the heat flux values
are almost identical for type-A MWCNT and the bare silicon wa-
fer in the film boiling regime. The results show that the longer
MWCNT enhances the film boiling performance and shifts
Leidenfrost point to a higher superheat. The critical heat flux and
minimum heat flux values are summarized in Table 2.

Figure 6 shows representative images of the various boiling
regimes observed in the experiments. The images were obtained
using Sony CyberShot DSC-P10 Digital Camera. As shown in the
images obtained at CHF conditions in Fig. 6�a�, 6�c�, and 6�e�,
type-A and type-B MWCNT showed more vigorous ebullition of
bubbles. For the images of film boiling at Leidenfrost point in Fig.
6�b�, 6�d�, and 6�f�, the vapor film was clearly visible in the form
of a shiny “mirror” type surface for bare silicon and type-A
MWCNT. However, the area occupied by the shiny “mirror” type
surface for type-B MWCNT was reduced in size and a larger
proportion of the boiling area was covered with departing vapor
bubbles. The images also show that the sizes of the departing
bubbles are smaller, and there are larger numbers of bubble de-
parture sites for type-B MWCNT �than type-A MWCNT or bare
silicon�. The images show that the vapor film was disrupted dur-
ing film boiling over type-B MWCNT leading to formation of
larger number of sites for bubble departure. Such disruptions of
the vapor film were not observed for type-A MWCNT or bare
silicon wafer, and consequently, the number of bubble departure
sites was less compared to type-B MWCNT. Also, the bubble
departure sites were observed to be more evenly spaced compared
to type-B MWCNT. Figure 2 shows SEM images of the type-B
MWCNT forests �using Zeiss 1530 VP FE-SEM at the Micros-
copy and Imaging Center at Texas A&M University� obtained
before and after the boiling experiments were conducted. The
SEM image in Fig. 2�b� was obtained before performing the boil-
ing experiments and shows a network of threadlike MWCNT
structures on the top surface. Figure 2�c� was obtained after per-
forming the boiling experiments and at a higher magnification.
The images show that the MWCNT are virtually identical before
and after the experiments were conducted. This demonstrates that
boiling experiments did not affect the inherent morphology of the
MWCNT.

Discussion
The experimental results are consistent with numerical models

reported in the literature. Earlier studies �7–9� predicted that the
dynamic values of the minimum vapor film thickness in film boil-
ing of PF-5060 are �15–20 �m. The authors had discussed that
surface roughness �or surface structures� greater than 10 �m

could disrupt the vapor films leading to possible collapse of film
boiling. It is observed that for type-B MWCNT �height of 25 �m�
the film boiling heat flux is enhanced considerably compared to
type-A MWCNT �height of 9 �m�. This shows that MWCNT
forests with heights greater than 10 �m possibly disrupt the vapor
film.

The numerical study by Banerjee et al. �9� also demonstrated
the existence of “cold spots” in film boiling. Cold spots are re-
gions of lower surface temperature than the surrounding. The
study �9� showed that cold spots serve as focused conduits for
heat transfer in film boiling. The size of the cold spots was found
to increase with the heater conductivity and resulted in higher
average heat flux. Since MWCNT has higher thermal conductivity
than the silicon substrate the efficacy of the cold spots in transfer-
ring heat is enhanced due to the presence of MWCNT. MWCNT
structures that disrupt the vapor film at the minimum vapor film
thickness �which is collocated with the cold spots� would further
enhance transient heat transfer by inducing liquid-solid contacts.
This is also expected to augment heat transfer by transient
quenching of the surface. Hence, type-B MWCNT forests aug-
ment film boiling heat flux while for type-A MWCNT forests it is
almost identical to bare silicon.

In contrast, the nucleate boiling heat flux is less sensitive to the
height of MWCNT forests. Since the pitch of the MWCNT fibers
are �8–16 nm, it is expected that the nucleation mechanisms are
considerably different compared to a conventional surface �where
the size of nucleation cavities are typically �5–10 �m dia�. On
nanostructured surfaces, the continuum models are not applicable
since slip flow conditions would exist due to noncontinuum ef-
fects. The bubble nucleation potentially occurs on the exposed tip
of the MWCNT. If the working liquid wets the MWCNT �e.g.,
PF-5060�, it would penetrate the space between the nanotubes.
For a poorly wetting liquid �e.g., for water on MWCNT�, air or
vapor layer can be trapped in the space between the nanotubes
�14�. Inception of bubbles within the MWCNT is improbable due
to the high superheats that are required for nucleation.

Conclusions
The results obtained from boiling experiments on vertically

aligned multiwalled carbon nanotubes �MWCNT� of two different
heights �type A: 9 �m and type B: 25 �m� are summarized as
follows:

1. MWCNT forests are found to augment critical heat flux
by �25–28 % compared to control experiments.

2. Enhancement of nucleate boiling heat flux is not found to
be sensitive to the height of the MWCNT forests.

3. In contrast, the film boiling heat flux is strongly sensitive
to the height of the MWCNT forests. For type-B
MWCNT �25 �m in height� the heat flux is enhanced by
57% compared to control experiments. However, for
type-A MWCNT �9 �m in height� the heat flux values
are similar to the control experiments. This is consistent
with models for film boiling reported in the literature.

4. SEM images for the top view of the MWCNT structures
obtained before and after the experiments show that the
boiling experiments did not affect the inherent morphol-
ogy of the MWCNT structures.

The mechanisms causing heat flux augmentation are identified
as follows: �i� the high conductivity of MWCNT compared to the
silicon substrate resulting in higher sensible heat transfer �conduc-
tion and convection�; �ii� larger sized cold spots leading to higher
average heat flux; �iii� vapor film collapse caused by MWCNT;
�iv� enhanced liquid-solid contacts resulting in transient quench-
ing of the surface; and �v� the enhanced surface areas resulting
from the presence of MWCNT in the form of “nanofins.”
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Nomenclature
Aw � wall area on which boiling occurs
Rt � Thermal resistance
T � temperature
k � thermal conductivity

q� � heat flux
x � distance

Greek symbols
� � difference
� � uncertainty

Subscripts
c � top surface of copper block

sat � saturation
w � wall of a silicon wafer �at boiling side�
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In the paper �1� the results of experimental investigation and
numerical modeling are presented of sliding vapor bubble dynam-
ics through subcooled boiling on microwires. A conclusion is
made on the nongravity character of the observed phenomena and
the primary role of thermocapillary Marangoni flow. In the fol-
lowing discussion, insufficient relevancy of the model �1� is
shown in the context of evaluation of the role of thermocapillarity.

In the view of the further development of boiling heat transfer
theory, it is an essentially proper interpretation of experimental
data on boiling nongravity dynamical effects �1–6�. Comprehen-
sive multifactorous modeling of subcooled flow boiling �7�,
among other factors, involves also bubble sliding effects. Another,
so-called model of “the theatre of director” �8–10� �leading to
universal correlation of developed boiling heat transfer data� is
built upon the assumption on the triggering of liquid jets by grow-
ing bubbles �pumping effect of growing bubble �PEGB� �11,12��.
Besides, just this effect claims to play a leading role in the main
part of the fixed-in �1–6� phenomena.

PEGB is linked to the sharp variability of evaporative reactive
force applied to a bubble interface during the start of its growth in
the zone of the highest temperature gradient �11,12�. Generated in
such a way, the pressure gradient covers all liquid boundary layer
�13� speeding-up liquid jet flow �12� efficiently contributing in
integral heat transfer. To the point, an assumption on the decisive
role of the same evaporative reactive force �11,12� forms a basis
for the advanced new model of a boiling heat transfer crisis �14�.

As distinct to PEGB, Marangoni flow is drived by surface force
generated by the gradient of surface tension on an interface with a
variable temperature, although both flow schemes are roughly
similar.

During boiling of saturated liquid, directly measured and indi-
rectly evaluated jet flow velocities vary in the range 1–5 m/s
�2–4,15�. According to a review of experimental data �16�, steady-

state Marangoni flow around a stationary air bubble varies in the
range 0.1–5.0 mm/s. Thereby a sensible contribution of this flow
in saturated boiling effects is out of the question, moreso as the
temperature field on the vapor bubble interface is strongly
smoothed by phase conversion.

Subcooled boiling dynamical effects �1,5,6� �bubble slippage
15–40 mm/s, fluid flows 15–100 mm/s� mainly are observed at
the stage of decay of PEGB. At such low velocities the contribu-
tion of Marangoni flow in general may be much more tangible.
However, interpretation by the model �1� of these dynamical ef-
fects evidently contrasts the aforementioned typical values.

There are two potential sources of the overestimation of Ma-
rangoni flow velocities by the model �1�: the usage of a very small
value of accommodation coefficient �0.03� and considering of
steady-state flow.

According to �17�, the accommodation coefficient is near unity
at the vapor-liquid interface. However, as it is indicated in �1�,
phase conversion may be affected by noncondensable airs. Nev-
ertheless, the absence of the concrete substantiation of accepted
value makes its accuracy questionable. Besides, no consideration
is made of the concentration of noncondensables on the conden-
sation side of the bubble interface.

As regards the steady-state approach, it fully excludes the pos-
sibility of analysis of the main �“explosive”� stage of PEGB. Slip-
page of a bubble is much calmer but the unsteady-state by its
nature phenomenon resulted by a fluid asymmetric unsteady-state
temperature field.

The sliding bubble permanently enters new zones and redevel-
ops a fluid velocity field. Besides, parallel to the microwire, the
component of fluid flow even changes sign through bubble pas-
sage. A corresponding correction may significantly reduce the ve-
locities evaluated by the model �1�.

Problems with the adaptation of the Marangoni effect to studied
phenomena manifest itself also through an analysis of double-jet
flow observed during the same process of subcooled boiling �6�.

As thermocapillary Marangoni flow may generate liquid out-
flow only from the zone of minimum surface temperature, fixed in
�6�, liquid jets �outgoing from the zone of maximum temperature
between a bubble and microwire� may not be linked to thermocap-
illarity. These jets evidently are speeded-up by volume forces gen-
erated under the bottom part of the bubble �as regards division of
the jet flow, it may be linked to specific geometry of the system
bubble microwire�. Accordingly, double-jet flow �6� turns out to
be another proof of the basic role of PEGB in nongravity boiling
dynamics.

As regards the problem of the full-scale theoretical and experi-
mental investigation of PEGB in general, it still remains pressing
with respect to further research of the wide diversity of boiling
heat transfer processes.

References
�1� Christopher, D. M., Wang, H., and Peng, X., 2005, “Dynamics of Bubble

Motion and Bubble Top Jet Flows From Moving Vapor Bubbles on Micro-
wires,” ASME J. Heat Transfer, 127, pp. 1260–1268.

�2� Subbotin, V. I., Kaznovski, S. P., and Korotaev, S. K., 1970, “Investigation of

Journal of Heat Transfer DECEMBER 2006, Vol. 128 / 1343Copyright © 2006 by ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Vapor Bubble Dynamics in Boiling of Water on Thin Wires under Natural
Convection,” At. Energ., 28, pp. 9–13.

�3� Van Stralen, S. J., Zijl, W., and De Vries, D. A., 1977, “The Behaviour of
Vapour Bubbles During Growth at Subatmospheric Pressures,” Chem. Eng.
Sci., 32, pp. 1189–1196.

�4� Wang, H., Peng, Christopher, D. M., X. F., Wang, B. X., and Lee, D. J., 2002,
“Jet Flow Phenomena during Nucleate Boiling,” Int. J. Heat Mass Transfer,
45, pp. 1359–1363.

�5� Wang, H., Peng, X., Christopher, D. M., W. K. Lin, and Pan, C. 2005, “Inves-
tigation of Bubble-Jet Flow During Subcooled Boiling on Wires,” Int. J. Heat
Fluid Flow, 26, pp. 485–494.

�6� Wang, H., Peng, X., Christopher, D. M., and Garimella, S. V., 2005, “Jet Flows
Around Microbubbles in Subcooled Boiling,” ASME J. Heat Transfer, 127,
pp. 802.

�7� Basu, N., Warrier, G. R., and Dhir, V. K., 2005, “Wall Heat Flux Partitioning
During Subcooled Flow Boiling: Part 1—Model Development,” ASME J.
Heat Transfer, 127, pp. 131–140.

�8� Shekriladze, I. G., and Ratiani, G. V., 1966, “On the Basic Regularities of
Developed Nucleate Boiling Heat Transfer,” Bull. Georgian Acad. Sci., 42,
pp. 145–150.

�9� Shekriladze, I. G., 1981, “Developed Boiling Heat Transfer,” Int. J. Heat Mass

Transfer, 24, pp. 795–801.
�10� Shekriladze, I. G., 1998, “Frozen Pathways to Breakthrough in Boiling Heat

Transfer Theory,” Proc. 11th Int. Heat Transfer Conference, Kyongju, Korea,
2, pp. 474–478.

�11� Shekriladze, I. G., 1966, “On the Mechanism of Nucleate Boiling,” Bull. Geor-
gian Acad. Sci., 41, pp. 392–396 �English version: NASA TM X-59398, 1967,
pp. 1–10�.

�12� Shekriladze, I. G., Mestvirishvili, Sh. A., Rusishvili, J. G., Zhorzholiani, G. I.,
Ratiani, V. G., 1980, “Studies in the Mechanism of Boiling and Enhancement
of Evaporative Cooling Coefficients,” Heat Transfer-Sov. Res., 12, pp. 91–95.

�13� Schlichting, H., 1979, Boundary-Layer Theory, McGraw-Hill, New York.
�14� Kandlikar, S. G., 2001, “A Theoretical Model to Predict Pool Boiling CHF

Incorporating Effects of Contact Angle and Orientation,” ASME J. Heat Trans-
fer, 123, pp. 1071–1079.

�15� Afgan, O. N., 1976, Boiling Liquids Superheat, Pergamon, Oxford.
�16� Betz, J., and Straub, J., 2001, “Numerical and Experimental Study of the Heat

Transfer and Fluid Flow by Thermocapillary Convection Around Gas Bubble,”
Heat Mass Transfer, 37, pp. 215–227.

�17� Rose, J. W., 1998, “Interphase Matter Transfer, the Condensation Coefficient
and Dropwise Condensation,” Proc. 11th Int. Heat Transfer Conference,
Kyongju, Korea, Vol. 1, pp. 89–104.

1344 / Vol. 128, DECEMBER 2006 Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Closure to “Discussion: “Dynamics of
Bubble Motion and Bubble Top
Jet Flows from Moving Vapor Bubbles
on Microwires” (Christopher, D.
M., Wang, H., and Peng, X., 2005,
Journal of Heat Transfer, 127,
pp. 1260–1268)”

D. M. Christopher
Thermal Engineering Department,
Tsinghua University,
Beijing, China 100084

H. Wang
School of Mechanical Engineering,
Purdue University,
W. Lafayette, IN 47907

X. Peng
Thermal Engineering Department,
Tsinghua University,
Beijing, China 100084

S. V. Garimella
School of Mechanical Engineering,
Purdue University,
W. Lafayette, IN 47907

Shekriladze points out that the pumping effect of the growing
bubble �PEGB� model can also predict jet flows similar to those
described in our results �1,2�, which we have attributed to
Marangoni flow. PEGB is caused by the evaporative reactive force
due to vapor recoil, which is most significant along the bottom
part of the bubble interface closest to the heated surface during the
initial growth period. Shekriladze �3� points out that the PEGB is
most significant during saturated boiling and is less important for
subcooled boiling. He also expresses concerns about our assump-
tions for the accommodation coefficient and the steady-state
analysis.

Vapor recoil, which is the physical mechanism for the PEGB
model, will certainly affect the bubble shape and flow near the
bubble base during the initial vapor bubble growth phase during
nucleate boiling. This is because the very large temperature dif-
ferences initially present near the bubble base result in very high
initial rates of evaporation. However, our results pertained to rela-
tively stable bubbles, long after they have reached an essentially
stable size for relatively long periods of time �several seconds�.
By this time, the initially high temperature gradients are already
drastically reduced by the large initial evaporation rates near the
contact line. The vapor recoil is expected to push some flow out
from underneath the bubble as the meniscus is pushed out by the
vapor recoil pressure, but this effect would be small and limited to
very early times. Anderson and Davis �4� noted that this effect is
only significant very near the contact line in an evaporating drop-
let. Nikolayev and Beysens �5� made a similar observation for a
growing vapor bubble. They showed that the vapor recoil pushes
the receding contact line, thus modifying the interfacial curvature.
These curvature changes would then most likely balance much of
the vapor recoil pressure, in preference to the pressure in the
liquid region being significantly increased. In addition, a gradient
in the vapor recoil force along the interface would not create a

similar gradient in the liquid region but would also likely change
the interface curvature that would create a force to balance much
of the vapor recoil force.

Shekriladze �3� also notes that the effect of vapor recoil is much
lower in a highly subcooled environment. Since our experiments
were conducted at typical subcoolings of approximately 40°C �2�
or 60°C �1� in water and 30°C in ethanol �1�, the vapor recoil
effect would be expected to be insignificant for our conditions.

Shekriladze also questions the use of a steady-state analysis in
our models. In numerous cases during the experiments done for
this work, the initiation process for the bubble top jet flows was
observed visually as shown by Wang et al. �2�. This initiation of
the jet flows occurred after the bubble size had remained essen-
tially constant; moreover, the bubble size continued to remain
constant during and after the growth of the jet flows. These
steady-state jet flows occurred long after the initial temperature
gradient had been reduced so that they cannot be attributed to the
vapor recoil effect. The jets continue to emanate from the moving
bubbles for a relatively long time relative to the bubble growth
time; thus, this phenomenon could be construed to be at steady
state in the bubble’s frame of reference. We believe, therefore, that
the steady-state assumption was justified based on our experimen-
tal observations.

Shekriladze also questions whether the locations from which
the jets leave the bubble are realistic. Very distinct pairs of jets
were observed experimentally to develop around stationary,
steady-state bubbles �2� and sometimes around moving bubbles
�1�. As shown previously �6�, the multiple jets were predicted by
the Marangoni flow analysis and were found to emanate from
more than one cold spot on the bubble interface in some cases.
The jets form due to the complex flow of subcooled liquid up
around the wire and the bubble. The main reason for this jet for-
mation is that, for bubbles with diameters larger than or similar to
the wire diameter, the upward flow of subcooled liquid from be-
low the wire impinges on the bubble interface which is about even
with or extends out beyond the wire, as shown in Fig. 1, causing
relatively cold spots on either side of the lower half of the bubble
�the exact location depending on the bubble size and the subcool-
ing�. These cold spots do not form on the top half of the bubble
due to the lack of cooling flow impinging on the top surface. The
cold spots on the lower parts of the bubble interface on the larger
bubbles, therefore, serve as the sources for the multiple experi-
mentally observed Marangoni jets.

Shekriladze’s reference to the experiments of Betz and Straub
�7� further corroborate the present results. In Ref. �7�, the liquid
velocities were measured near gas bubbles in various liquids with
the liquid being driven against gravity by Marangoni flow. Betz
and Straub characterized their results in terms of Pe=wB /�,
where w is the tangential velocity, B is the bubble height that is
essentially equal to the diameter for small bubbles, and � is the
thermal diffusivity. Values of Pe in their work ranged from 150 to
200. For water, the bubble diameters were on the order of 0.1 mm
�2�, and for ethanol the diameters were approximately 0.2 mm �1�.
A value of Pe=200 would then give liquid velocities of 340 mm/s
in water and 81 mm/s in ethanol, which agrees with the order of
magnitude of the measured and calculated velocities based on
Marangoni flow as the driving force �1,2�. Betz and Straub �7� as
well as numerous other published studies by Straub and his col-
leagues concluded that the experimentally observed jet flows
around gas or vapor bubbles �8�, which were similar to the current
observations for vapor bubbles, are due to Marangoni flow in the
same manner as described in �1,2,6�.

Shekriladze correctly states that the value of the accommoda-
tion coefficient continues to be a significant source of uncertainty
that requires further investigation. As noted by Marek and Straub
�9�, the “evaporation and condensation coefficients of water ob-
tained theoretically or experimentally scatter over a rather large
range of more than two decades…”. The small value of 0.03 for
the accommodation coefficient used in the present work con-
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ducted in glass vessels is consistent with Marek and Straub’s �9�
additional comment that “even small contaminations of the sur-
face significantly reduce the interfacial mass transfer…. Evapora-
tion and condensation in glass vessels can be strongly hindered by
the accumulation of dissolved glass components on the interface.”
Marek and Straub �9� referred to several studies that all confirm
this strong reduction in the accommodation coefficient. The low-
est value of the accommodation coefficient given in their review
�9� was 0.002 for water in a glass vessel. Hickman �10� noted that
the throttling due to evaporation into a saturated vapor rather than
into a vacuum would significantly reduce the evaporation coeffi-
cient. Hickman also found that very high evaporation coefficients
close to unity could only be obtained with moving liquid water in
a vacuum where the surface is continually refreshed by the mov-
ing stream and the evaporating molecules are immediately re-
moved by the vacuum. In our work, where the surface is not being
refreshed as in a moving stream and was almost stationary for the
stationary bubbles �except for the Marangoni flow along the inter-
face�, a value of 0.03 was adopted based on the comprehensive
review of Paul �11� and Hickman’s �10� statement �for nonflowing
and nonvacuum conditions� that “the consensus, backed by differ-
ent experiments, has been that not more than one molecule of
water in 25, approaching the surface from either side, actually
merges with the interfacial layer.”

In summary, we contend that these additional results confirm

our previous conclusions �1,2� that the experimentally observed
jet flows around relatively long-lived, steady-state moving or sta-
tionary vapor bubbles in highly subcooled nucleate boiling result
from Marangoni flow induced by the temperature gradients along
the bubble interface. During the initial bubble growth transient,
when the temperature gradients and evaporation rates are very
high, the vapor recoil effect would influence the bubble shape,
especially the microlayer shape near the contact line, and the liq-
uid flow very near the base. At later times, when the vapor recoil
effect is insignificant; the vapor recoil effect is not expected to
produce the essentially steady-state jets observed in the experi-
ments.
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Fig. 1 Predicted pathlines for multijet flow
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